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Preface

The desirability of a text devoted principally to magnetic amplifiers
employing self-saturation has been recognized for years by practitioners
in the field. The rapid multiplication of the fields of application of mag-
netic amplifiers after the introduction of the self-saturating technique by
Logan indicates the importance of this contribution to the art. Unfor-
tunately, introduction of the technique of self-saturation, together with
the evolution of essentially square-loop core materials, did not result in
immediate recognition of the simplifications in the concepts of the
mechanics of operation made possible by these developments. The
rapid expansion of the technology following the new developments
necessitated training engineers to apply the new device. Numerous
papers appeared in the technical journals explaining the operation of the
devices, describing new circuits, and advancing new concepts of opera-
tion. To aid the beginner in obtaining a background in the field, linear
phenomena and terms were used almost exclusively, since the student
was not prepared to assimilate nonlinear concepts as they were under-
stood at that time.

In the years immediately following World War II, the explanations of
how magnetic amplifiers work were concerned largely with dynamic flux-
current loops and the determination of average ampere-turns during a
half-cycle. The concepts were based in large measure on observations of
simple saturable reactor circuits. The observations and conclusions
drawn from them were manipulated to satisfy best the conditions existing
in self-saturating circuits such as the doubler, bridge, and center-tapped
circuits. The resultant explanations were incomplete, cumbersome, and
difficult for an engineer new to the field to grasp. More recently, new
concepts have been advanced and more use has been made of simplifica-
tions made possible by the self-saturating technique, by essentially
square-loop materials, and by diodes with nearly ideal reverse charac-
teristics. In addition, the application of magnetic amplifiers in complex
feedback-control mechanisms has stimulated the development of engi-
neers conversant with both magnetic-amplifier and feedback-control

807



vi Preface

technologies. As a result, techniques of the latter field have been applied
to the former with excellent results. It is the purpose of this text to
present a thorough treatment of self-saturating magnetic amplifiers,
stressing simplicity of approach for the undergraduate, yet emphasizing
rigor in analysis for the graduate student or practicing engincer. We
have scrupulously attempted to avoid impractical idealizations of non-
linear functions wherever such idealizations would disguise the true
operation of a physically realizable amplifier. In the chapters to follow,
modern concepts of magnetic-amplifier operation will be explained. In
the process, the reader will be taken step by step from the basie, under-
lying assumptions involving circuital laws through a moderate amount of
magnetic theory to an understanding of the mechanics of self-saturating
magnetic amplifiers. Sections have been included to refresh the reader’s
memory of transformer theory, feedback-control theory, and magnetic
theory. The practitioner familiar with these fields is at liberty to skip
over these sections without loss of clarity.

With a reasonable groundwork laid concerning the operation of mag-
netic amplifiers, the later chapters are intended to provide a background
for magnetic-amplifier design. Chapter 6 presents a brief discussion of
test methods applicable to core materials for magnetic amplifiers and test
data of use as design aids. A logical method for pursuing a design from
application to finished amplifier is presented in Chap. 7. Following this, a
few commonly encountered design problems are discussed in Chap. 8, and
suggestions are made for minimizing harmful effects. The book con-
cludes with a discussion of the advantages and disadvantages of magnetic
amplifiers and a few typical applications of the various circuits considered
in preceding chapters.

Our material has been drawn from many sources in our somewhat
heterogeneous backgrounds. The order of presentation of the subject
matter follows closely a course in saturating-core devices presented to
Westinghouse engineers of the Air Arm Division for several years. The
suggestions and criticisms of these students have helped us considerably
in selecting the format for presentation. The portion of the first chapter
devoted to a review of transformer theory, for example, was included
at their request.

Insofar as possible the symbols and nomenclature used are those recom-
mended by the Definitions and Theory Subcommittees of the AIEE
Magnetic Amplifiers Committee. The system of units chosen is the
rationalized MKS system. Unfortunately for the field, until the recent
past magnetic data have been presented in emu units by materials
manufacturers. The engineer was constrained, therefore, to think in
terms of gauss and oersteds, and it is difficult now for practitioners in the
art (including the authors) to change to teslas and ampere-turns/meter.
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Cross-sectional area of core

Available window area

Bias subscript

Flux density (magnetic in-
duction)

Maximum flux density

Remanent flux density

Saturation flux density

Capacitance

Centigrade

Generalized output as a
function of frequency

Impedance/turns? core con-
stant

Effective value of e,

Average or d-¢ value of bias
voltage

Average voltage across Ny
(half-cycle average)

Total average interstage
voltage loss

Average value of load volt-
age

Peak magnitude of source
voltage

Average voltage across Ng
(half-cycle average)

Average voltage across Ng
(half-cycle average)

Quiescent voltage across Rp

Average or d-¢ value of sig-
nal voltage

Maximum d-c¢ voltage of Eg

Forward threshold voltage
of rectifier

Inverse voltage on REC,

List of Symbols

Elm

E,
Ezm

F(s)

G

G

G(s)
Goni
(Guoin)o

le v
G

Peak magnitude of primary
voltage

Inverse voltage on REC,

Peak magnitude of voltage
across winding 2

Frequency function

Gate subscript

Material gain

Transfer function

Volts per ampere-turn gain

Volts per ampere-turn gain
at N2/R =0

Volts per volt gain

Block diagram transfer
function

Magnetic field intensity

Transfer function of feed-
back loop

Field intensity at inner rim

Field intensity at outer rim

Reset field intensity to
achieve AB = B,,

Reset field intensity to
achieve AB,

Reset field intensity to
achieve Ag,

Intensity of magnetization

Current

Reset current in constant-
current flux reset test

Forward current of diode

Amplitude constant of the
diode equation

Reverse current of diode

Average signal-circuit cur-
rent
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Kelvin

Amplification constant

Closed-loop amplification
constant

Feedback amplification con-
stant

Voltage gain constant

Reactor
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Source inductance

Spontaneous magnetization
intensity at 0°K

Spontaneous magnetization
intensity

Number of turns

Bias winding turns

Pickup winding turns

Feedback winding turns

Gate winding turns

Signal winding turns

Turns on winding 1

Turns on winding 2

D-c load power

D-c signal power

Resistance

Bias-circuit resistance
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pull operation
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Resistance of interstage cir-
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Load resistance
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Rectifier
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Temperature, °’K
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Bucking transformer
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Developed junction poten-
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Volt-second transfer ratio

Secondary impedance

Turns ratio, N,/N,

Volts/turn constant
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Integration constant

Average rate of change of
flux

Charge of an electron

Instantaneous voltage
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Supply voltage
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Instantaneous voltage of re-
set source
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Primary current
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1

Fundamental Concepts

Magnetic amplifiers differ from most other electrical components in
one principal respect. In achieving optimum operation of a magnetic
amplifier, many nonlinearities must be emphasized and utilized rather
than minimized.! This emphasis on nonlinear operation is very real
and must be recognized before an intimate understanding of magnetic-
amplifier operation can be achieved. If the essential nonlinearities are
admitted, magnetic amplifiers reveal themselves to be reasonable devices
obeying the same basic laws as any other electromagnetic-circuit com-
ponent. This chapter, therefore, will first illustrate the pitfalls associ-
ated with a carry-over of linear concepts to a nonlinear field and will then
lay a groundwork of basic assumptions on which the following chapters
will build. To the reader who has become thoroughly accustomed to
using the results of derivations based on the assumption of component
linearity, the return to basic relationships and the casting aside of already
mastered linear techniques may be somewhat upsetting. However, the
rewarding results should be a renewed appreciation of the basic relation-
ships which apply to both linear and nonlinear circuit theory as well as
a firmer foundation for an understanding of self-saturating magnetic
amplifiers.

1-1. NONLINEAR PHENOMENA

Many brief, ‘“simplified”’ descriptions of the operation of magnetic
amplifiers exist in the literature, or are invented to convey a limited
understanding of magnetic amplifiers in a two-minute talk. These
thumbnail descriptions often take a form similar to ‘“the control of an
a-c impedance in series with a load.” While this is probably as adequate
a one-sentence description as can be formulated, its implications fre-
quently confuse a beginner in the field when he tries to learn more about
the mechanics of magnetic-amplifier operation. To most electrical engi-
neers, well-versed in linear transformer theory, the operation of an iron-
cored reactor can be adequately represented by a vector diagram in which

1



2 Self-saturating Magnetic Amplifiers

current and voltage are nearly in quadrature.? Any such attempt to
represent a magnetic amplifier by a vector diagram results in a false
impression of its true behavior. If one represents a magnetic amplifier
as a controlled impedance, it would seem logical to visualize it as a con-
trolled inductance. Therefore, when the ‘‘inductive reactance’’ is large
compared to the load resistance, the current should be largely out of
phase with applied voltage, and when the ‘‘inductive reactance’’ is small,
current should be largely in phase with applied voltage. This concept is
totally inapplicable. 1t is discussed here because it is encountered time

¢ $
A A

$»

3= mmf 3= mmf
mmfp mmfp

(o) (5)

3
2 or

E r
lc) fa)

F1G. 1-1. Comparison of magnetic and circuital characteristics of idealized linear and
nonlinear core materials.

and time again when electrical engineers with diverse specialties meet to
discuss magnetic amplifiers. It arises from an extension of the behavior
of nearly linear reactors to extremely nonlinear reactors.

To illustrate some of the difference between linear and nonlinear
reactors, a comparison is made in Fig. 1-1 between the idealized flux-
magnetomotive force characteristics of two types of core materials and
between the voltage-current relationships when these materials are used
in reactors. Figure 1-1a presents the idealized flux-magnetomotive force
characteristic of a linear material while Fig. 1-1b presents a material dis-
playing saturation, hysteresis, and zero energy storage. The voltage-
current relationships existing at the terminals of a resistanceless winding
on a core of each of these materials when a sinusoidal voltage source is



Fundamental Concepts 3

connected across the terminals are shown in Fig. 1-1¢ and d for the linear
and nonlinear material, respectively. It is assumed in this instance that
the magnitude and frequency of the applied voltage will not result in
saturation of the nonlinear material. Obviously, any statement con-
cerning the magnitude and phase of the current in the case represented
by Fig. 1-1d must be approached with caution. Since the phenomena
involved in the operation of such a circuit include a change of flux with
respect to time, it would seem that the term inductance should be appli-
cable. However, any concepts associated with a linear inductance such
as linear resonance with a capacitor must be abandoned. The nonlinear
phenomenon known as ferroresonance may be observed.? The present
discussion is introduced only to emphasize the basic point that when
some nonlinearity of a device is the fundamental characteristic governing
operation, no useful analysis can be made by assuming this characteristic
to be linear in order to make the mathematics tractable. This is not to
imply that nonlinearities may never be linearized—only that essential
nonlinearities may not.

The principal nonlinearity introduced by the core material is seen to
exist in the hysteresis observed in the relationship between flux ¢ and
magnetomotive force. To review the origin of hysteretic characteristics,
a flux-mmf characteristic as shown in Fig. 1-1b will be discussed very
briefly. If it is assumed that a core of such a ferromagnetic material is
initially unmagnetized, the flux is at zero with zero applied field. If a
sufficiently small positive magnetomotive force is applied, no flux change
will occur because, as will be discussed in greater detail in Chap. 2, the
domain walls which determine the flux state of the material will not
move if the applied mmf is sufficiently small. As the mmf is increased
very slowly, a value of mmf will be reached at which, for this highly
idealized material, flux begins to change. With no further increase in
mmf, flux will continue changing in this idealized material until positive
saturation is reached. This flux change required a change of time, but
did not require an increase in mmf. When a sufficiently long period of
time has elapsed, the material reaches saturation, and a further increase
in mmf has no effect on the flux state. All of the energy supplied to
change flux from zero to positive saturation was dissipated in this ideal-
ized material by the irreversible movement of the domain walls. None
of the energy was stored in a reversible process. Therefore, upon
decrease of the mmf to zero, no flux change will occur, since no energy is
available to move the domain walls. The flux remains at its remanent
state (positive saturation in this idealized material). If the mmf is
reversed, a minimum negative magnetomotive force must be applied to
start a flux change in the negative direction. Again, once flux starts to
change, it continues changing with no change in mmf until negative



4 Self-saturating Magnetic Amplifiers

saturation is reached. Application of a positive mmf of sufficient mag-
nitude starts flux toward positive saturation again and the material is
now in a cyclic state. It is seen that the material has two values of flux,
positive and negative saturation, for any value of mmf less than the
critical value which initiates flux change. The “lagging behind’’ of flux
as mmf is returned to zero from its critical value gives rise to the term
“hysteresis loop’’ to describe the phenomenon.

1-2, APPLICABLE ELECTROMAGNETIC EQUATIONS

In discussing the operation of magnetic-amplifier circuits, it is often
convenient, because of the extreme nonlinearities involved, to break down
the operation of a circuit into successive time intervals. The dependent
variables are assumed linear with respect to the significant independent
parameters throughout any one interval of time. The slopes of the varia-
bles may, however, have different values, including zero or infinity, in
different intervals. This method is commonly described as piecewise
linear analysis.* Wherever this method is used in the following chapters,
the transition from one time interval to the next will be marked by the
effective application or removal of some energy source to or from some
circuital component.

Kirchhoff’s Laws. During any particular time interval under dis-
cussion, the general form of Kirchhoff’s laws will apply. That is, around
any closed circuit, the summation of instantaneous voltages is zero and
the summation of instantaneous currents into any junction is zero. Once
again, these are the basic laws—any linear concepts previously derived
from application of these laws to linear components in elementary cir-
cuit courses must be reexamined before they are applied to magnetic
amplifiers.

Faraday’s Law. Throughout the following chapters Faraday’s law
of electromagnetic induction will be regarded as a fundamental postulate.
In addition to using the familiar form of the mathematical expression of
this law,

- N9 ;
e=N— (1-1)

it often will be convenient to refer to it in its equivalent integral form
L ["ed 12
Ad) = N A e dl ( - )
In this latter form a flux change is shown to be equivalent to a voltage-

time product or a volt-second area. Thus, when N (the number of turns
of a winding on a core) is known, an expression is available which relates
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the flux change in a core to the corresponding time integral of the voltage
appearing at the terminals of an open-circuited winding.

Ampére’s Law. Another important concept in considering magnetic
amplifiers is some form of Ampére’s law. This has been stated variously
as

95 Hdl =1 (1-3)
and ¢ Bl = ul (1-4)

To make Eq. (1-4) equivalent to the fundamental relationship of Eq.
(1-3) requires that
B = uH (1-5)

In considering ferromagnetic materials, it is seen that u is extremely non-
linear with respect to H, assuming values from as high as 4 X 105 to as
low as 4.

The significance of Eq. (1-3) is that it demonstrates that a magnetic
field cannot exist without current flow. In the most general case, this
current need be only that due to electron spin. However, to cause an
appreciable flux change in a ferromagnetic material requires, in practice,
the flow of circuital current.®

1-3. TRANSFORMER REVIEW

Many points in the operation of self-saturating magnetic amplifiers can
best be explained using transformer theory. Therefore, a brief review
of the more important concepts in this field is included at this point for
empbhasis.

The Idealized Transformer. An ideal transformer can be imagined
by postulating that one has a toroidal core of lossless core material of
infinite permeability, that the windings have zero resistance, that the
displacement currents due to the capacitances of the windings are zero,
and either that the cross-sectional area of the core is infinite or that the
maximum flux density of the core material is infinite. This last restric-
tion, of course, need not be met as long as the material is operated in the
region in which the condition of infinite permeability is fulfilled. Con-
sider, for instance, the conditions implied by Fig. 1-2. Figure 1-2a is
the circuit to be considered and Fig. 1-2b represents the flux-mmf charac-
teristic of an idealized material which exhibits saturation at some level of
flux. It will be assumed that the voltage of the source e, is sinusoidal
with a frequency and a finite magnitude that never result in a core flux
as great as ¢,,. If, for the moment, the load resistance R is assumed to
be infinite, the following relationships can be established. First, since
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Ry is infinite, the secondary current ¢, must be zero. Second, since 7. is
zero, 1; must be zero. If ¢; were other than zero with 7, zero, a net mmf
would exist which would violate the flux-mmf relationship enforced by
the characteristic of Fig. 1-2b. Third, the voltage across terminals 3 and
4 will be equal to e,N2:/N;. Since no provision has been made for losses

{ 3 ¢
" A

¢ (—

o e ——

2 4
(a) (5)
F1e. 1-2. Idealized transformer circuit. (a) Circuit diagram; (b) flux-mmf char-
acteristic.

to occur in the primary circuit, all of the voltage e, appears across termi-
nals 1 and 2 and the flux change in the core during one half-cycle of e,
will be

1 wl=x
A¢ = w—]vl ﬁt=0 €, dwt (1-6)
If it is assumed that e, = E,,, sin wt
_ Elm wt==x .
A¢p = N, ,[;t=0 sin wt dewt (1-7)

With a core material of infinite permeability, all of the flux is constrained
to be within the core and there can be no leakage flux which links one
winding without linking the other. As a result, the flux change due to e,
causes the appearance of voltage at terminals 3 and 4 and

_ E2m wl=m .

A¢p = oN, ﬁtuo sin wt dwt (1-8)

Equating the right-hand sides of Eqgs. (1-7) and (1-8) and simplifying,

we obtain

— ElmN2
N,

Eom (1-9)

If Ry is now assumed to be less than infinity, some current ¢, will flow,

. e?
13 = EZ (1-10)
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As long as some voltage e: is present across terminals 3 and 4, flux must
be changing in the core. If flux is changing, there can be no mmf (because
of the assumed flux-mmf relationship) and, therefore,

1Ny = 15N, (1-11)

Since a lossless case has been assumed, the voltage relationships are the
same as they were for the case with B, infinite.

The Nonideal Transformer. In going from the ideal to the non-
ideal transformer, practicalities will be introduced consecutively. The
effect of losses in the core material will be considered first. These losses
can be divided into two classes—so-called d-c losses which do not change
materially with impressed frequency (as, for instance, hysteresis loss in
joules/cycle) and frequency-sensitive losses (as, for instance, eddy-current
loss). Regardless of how these losses are distributed, an operating flux-
mmf characteristic can be obtained at the frequency, applied voltage
waveshape, and external circuit impedances of interest. The applied
voltage referred to is the voltage appearing across the terminals of the
transformer, not the voltage at the source terminals. Since this book is
concerned for the most part with magnetic amplifiers, only core materials
suitable for magnetic amplifiers will be considered.

It must be recognized that an idealized material such as was repre-
sented by the characteristic of Fig. 1-2b
can never be achieved since, in a practical f{
material, an infinite permeability cannot be
attained, and since all practical materials
display the phenomenon of hysteresis dis-
cussed In the previous section.

To illustrate the effect of core-material
losses, the characteristic of Fig. 1-3 will
be postulated, indicating the presence of
hysteresis and showing that some mmf ) I<—Th
must be present before a flux change can reshold mmf

. Fia. 1-3. Flux-mmf character-
occur. Once this ‘‘threshold” mmf has jgic exhibiting hysteresis.
been established, however, the incremental
permeability is assumed to be infinite. Although the assumption
of infinite incremental permeability is somewhat unrealistic, it may be
closely approached in practical materials and the concept is very useful
in the present phase of the discussion. Applying this material to the
circuit of Fig. 1-2a, under no-load conditions (R is infinite), the volt-
age relationships remain unchanged from those derived using the previous
material characteristics of Fig. 1-2b. However, a primary current
is present in the form of a square wave of supply frequency, as shown
in Fig. 1-4a. This current must flow because of the mmf requirements

> mmf
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of the core material. Since there are no resistances in the primary cir-
cuit, flux must be changing in the core at all times. If flux is to change,
the mmf shown in Fig. 1-3 must be present at all times. As the voltage
reverses polarity, the mmf also changes polarity, but the absolute mag-
nitude of the mmf is always constant. The resulting primary current

Y
~Y

(a) ()

F1a. 1-4. Waveshapes resulting from use of hysteretic core material of Fig. 1-3.
(a) Applied voltage and magnetizing current; (b) applied voltage and primary current
under load.

with an infinite load resistance is commonly referred to as ‘‘magnetizing
current.”

When R, is finite, 7, will not be zero and will be sinusoidal as before.
The primary current under these conditions will be a square wave with
a sinusoidal component superimposed,
¢ as in Fig. 1-4b. If the operating flux-
A mmf characteristic is as assumed
in Fig. 1-3, then the net mmf
(Nit1 — Nii;) must always be equal
instantaneously to the value deter-
mined by Fig. 1-3. Therefore, the
»mmf primary current must always consist
of the basic magnetizing current plus
a component due to secondary cur-
rent. This component may be deter-

— L—Threshold mmf  Mined from Eq. (1-11).
The significance of a loop with
Fic. 1-5. Flux-mmf characteristic with  Ronvertical sides will be considered
nonvertical sides. next. The assumed operating loop
will be as shown in Fig. 1-5. Again
considering the circuit of Fig. 1-2a, the magnetizing current can be
approximated now by a square wave with a cosinusoid superimposed,
as in Fig. 1-6a. With a finite R;, 7; is again nonzero and sinusoidal.
The total primary current is the instantaneous sum of 7sN,/N; and the
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magnetizing current, as in Fig. 1-6b. The voltage relationships are no
longer as straightforward as they were when a material of infinite perme-
ability was postulated. There will be some flux which links only the
turns of one winding, and not those of the other. This necessitates the
introduction of the concept of coupling between the windings. With
nontoroidal core configurations or inferior core material, the coupling
between windings is represented by a coefficient of coupling, usually
denoted as k. When toroidal cores, properly constructed of material
usually employed in magnetic amplifiers, are considered, k£ is so near
unity that the difference is neglected and leakage flux is assumed to be
zero. The voltage relationships existing when core material having a
characteristic similar to that shown in Fig. 1-5 is used in the core of the
transformer of Fig. 1-2a, then, may be assumed to be the same as those

(a) 5)
Fia. 1-6. Waveshapes resulting from use of core material of Fig. 1-5. (a) Applied
voltage and magnetizing current; (b) applied voltage and primary current under load.

derived for the more idealized characteristics. It is important to note
at this point that leakage flux may be neglected only when saturation
does not occur (which has been assumed throughout this section).

The deviations from ideal conditions which have been considered have
been only the limitations imposed by a practical core material. Before
discussing circuit limitations, it may be of benefit to consider the energy
relationships imposed by the core-material characteristics described up
to this point. The highly idealized characteristic of Fig. 1-2b implies
that no mmf is required to change flux. Since no current flows, no energy
is exchanged between the source and the core material. The transformer
neither dissipates nor stores energy, but acts simply as a means of
coupling the load R to the source e,.

A transformer utilizing a core material with a characteristic similar to
that of Fig. 1-3 will dissipate an amount of energy which is proportional
to the area enclosed by the flux-mmf characteristic. It is interesting to
note that, since the magnetizing current through the primary winding
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always has the same instantaneous polarity as the terminal voltage, as
indicated by Fig. 1-4a, this material stores no energy. The circuit, there-
fore, is totally dissipative. In contrast, a transformer using a material
with the characteristic illustrated in Fig. 1-la has a current-terminal
voltage relationship like the one in Fig. 1-1¢ and all the energy delivered
to the primary winding during the period x/2 to = is returned to the
primary circuit during the period = to 3r/2. With the latter material,
no energy is dissipated and the circuit is purely reactive.

From the point of view of energy exchange, there is no difference in
the operation of transformers using the material either of Fig. 1-3 or of
Fig. 1-5. For neither material is there any energy storage, and the dissi-
pated energy is proportional to the area enclosed by the flux-mmf
characteristic.

With these points clearly in mind, the limitations of circuit components
will be considered. The most serious limitation on the circuit compo-
nents involved is that the resistance and reactance of any component
can approach, but can never equal, zero. The circuit of Fig. 1-2a, there-
fore, must be modified to account for the inevitable losses and voltage
drops.

Before introducing other circuit concepts, it may be well to consider
the problem of how to designate the voltage-current relationship of iron-
cored reactors of the type which has been discussed. It has been demon-
strated that, since a wound toroid of a square-loop material does not store
energy, the word inductance is misleading. Some authors have dubbed
the voltage-current relationship ‘““resistance’’ since flux change in such a
device is an essentially dissipative phenomenon. The term ‘‘reactor,”
however, is almost universally used to describe the component consisting
of a core with windings. Since ‘‘reactance’’ again implies energy storage,
“impedance’’ is frequently used to label the voltage-current relationship,
since an impedance can be 100 per cent dissipative. However, the essen-
tial nonlinear nature of the device must always be recognized even though
the term impedance has strong linear connotations.

A reasonably complete transformer circuit is shown in Fig. 1-7a.
Figure 1-7b represents its equivalent circuit with the transformer and
secondary parameters replaced by equivalent impedances. In Fig. 1-7b,
R, represents the source resistance, and L, the source inductance. The
nonlinear magnetizing impedance is represented simply by a block. The
transformation ratio N;/N, is represented by a. It will be noted that,
in going from Fig. 1-7a to Fig. 1-7b, the secondary impedances are multi-
plied by the factor a2. The proof of the validity of this transformation
is included here for the sake of the practicing engineer who may no longer
be familiar with the derivation. From Fig. 1-7a, lumping all secondary
impedance quantities into an equivalent impedance Z, and recognizing
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5 Nonideal 4
transformer
(a)
02 [5 02 '?S
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impedance

Magnetizin > 2
Z, [areneng i,l?”ﬁi

*1

(b)

F16. 1-7. Nonideal transformer. (a) Circuit diagram; (b) equivalent circuit.

that Z, may be nonlinear, it is seen that
€y = ?:2Zs (1-12)

However, since all resistances and leakage inductances have been repre-
sented outside the transformer,

61/N1 = d¢/dt = ez/Nz
whence
e = e1N3/N, (1-13)

Also, with the primary current consisting of a magnetizing current 7, and
a load component ¢;, from the restriction of the flux-mmf characteristic,

1.2 = ?:1N1/N2 (1-14)
Substituting Eqs. (1-13) and (1-14) into Eq. (1-12)
N: .. Z,
€e1 -ATI = 1,1N1 Nz
or
e = il(N1/N2)2Z.
and

ei/is = a*Z, (1-15)
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It is important to note once again that this relationship recognizes that
Z, may be nonlinear. Also, referring to Fig. 1-7b, it is seen that the
equivalent circuit adequately expresses the relationships derived from
the original diagram.

Admittedly, the circuit of Fig. 1-7b is still not rigorous, since inter-
winding and intrawinding capacitances have been omitted as has a possi-
ble source capacitance. These additional elements are usually negligible
and, where they are not, are usually difficult to define adequately. If
they can be defined analytically, they may be added to the above diagram.
A treatment including them is considered beyond the scope of this text.
They are mentioned here simply because, in extreme designs, their effect
may be noticed in practice. When these effects are encountered in
magnetic-amplifier design, the physical components are redesigned to
minimize capacitances. For the purposes of this text, therefore, it will

——VW—— WV A A *®
—_—
/‘1 + /}”
; Magnetizing ?
/
C’\' €s m l Zm | impedonce 7
h
e

2 4

F1c. 1-8. Simplified equivalent circuit.

be assumed that the capacitances of the circuits considered are so small
that the displacement currents are negligible.

Since the assumption of leakage flux prior to saturation adds a compli-
cation of considerable magnitude and since for nearly all practical cases
leakage flux is negligible prior to saturation, it will be assumed that the
effective permeability is sufficiently high that the leakage inductances
may be neglected. With this condition imposed, the equivalent circuit
of Fig. 1-7b reduces to that of Fig. 1-8.

If R, is assumed infinite, ¢, is zero and the primary current is only the
magnetizing current 7,. In Chap. 2 the significance of a sine-flux loop
as contrasted with a sine-current loop will be discussed and the differ-
ences analyzed. For the moment it will simply be assumed that an
operating characteristic similar to that of Fig. 1-5 is applicable. With
this assumption made, and assuming that the resistance (R, + R.) has
a value large enough that when the magnetizing current is at its maxi-
mum value, the voltage drop. across the resistance is appreciable with
respect to the peak value of e,, the instantaneous voltages around the



Fundamental Concepts 13

primary circuit will be as shown in Fig. 1-9. The source voltage e, has
been assumed sinusoidal and the resistances linear.

The waveshapes of Fig. 1-9 are applicable only when steady-state
conditions exist. The problem of transients in nonlinear circuits is too
complex to be considered in this section and will be discussed in the
appropriate sections only as necessity demands. To illustrate the piece-
wise linear approach which is used in this text to solve nonlinear prob-
lems, a digression will be made to explain how the waveshapes of Fig. 1-9
are obtained.

If steady-state conditions exist
at the end of a negative half-
cycle of supply voltage, the flux
in the core must be at the maxi-
mum negative value it can attain
when operating at the assumed e,
in the given circuit. Since no
energy storage occurs anywhere
in the circuit of Fig. 1-8, the cur-
rent must go through zero when EIG. .1-9..Waves'hapgs existing in primary

. circuit with Ry, infinite.
the applied voltage goes through
zero. If the mmf is zero and flux is at negative maximum, the initial
condition has been established with reference to the flux-mmf charac-
teristic of Fig. 1-5.

As e, starts a positive half-cycle, current is limited by the total resist-
ance of the circuit and rises instant by instant with the applied voltage.
From ¢, to ¢, then

\V

e, = im(R. + R,) (1-16)

When the current amplitude has risen to the value required for the
threshold mmf of the core material, a discontinuity occurs. From the
start of the positive half-cycle of supply voltage (designated as ¢, in Fig.
1-9) until the threshold mmf value of current is reached at ¢;, there can
be no flux change in the core and, therefore, e;, the voltage across the
primary magnetizing impedance, has been zero. At ¢;, flux starts to
change in the core, and from ¢, to ¢,

€ = im(Re +Rp) +N1‘fi_(f
But since, from Fig. 1-5, ¢ = ki,, from ¢; to ¢,
e = in(Be + By) + kN, O (1-17)

At time t,, the voltage drop due to the magnetizing current through
(R. + R,) is equal to e, once again. Then from ¢; to {4, Eq. (1-16) is
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again applicable. At time {4 in the negative half-cycle, Eq. (1-17) is again
valid until time ¢, etc. Thus, the waveforms of Fig. 1-9 are obtained.

If R, is finite, the secondary current reflected into the primary circuit
causes an additional voltage drop across the primary-circuit resistance,
lowering and further distorting the voltage across the magnetizing imped-
ance. The existence of the secondary resistance results in a loss in the
secondary circuit and the voltage appearing across the load is compared
in Fig. 1-10 with the sinusoidal voltage which would be obtained in the
idealized case.

Many of the points which have been discussed will be expanded in later
sections. If the student has a grasp of the operation of transformers at
the level discussed above, little difficulty should be encountered in under-
standing those portions of the mechanics of operation of magnetic ampli-
fiers which follow from a consideration of the voltage-current relationships
for individual reactors. It should now be obvious that when transformers

containing square-loop core mate-
rials are considered, a conventional

/-e‘\ vector diagram approach cannot be
used. In the development of the
\\/ vector diagram, it is first assumed

that a sinusoidal voltage is applied

to the transformer terminals, re-
F1a. 1-10. Load voltage compared with sulting in a sinusoidal variation of
sinusoid. flux with time. The sinusoidal flux
is shown by the flux-mmf relationship of Iig. 1-la to lead the
sinusoidal self-induced voltage by 90°, and is assumed in phase with
the magnetizing current. It has been seen that with square-loop
core materials the magnetizing current goes through zero at the same time
as the applied voltage. The discrepancy arises because the conventional
approach assumes that the magnetizing impedance can be adequately
represented by a linear resistance and a linear inductance, thus preserving
sinusoidal waveshapes throughout. While this is probably an adequate
assumption for low-grade transformer steels employed in configurations
introducing appreciable air gaps, it is no longer tenable when applied to
toroidal cores of a square-loop material.

1-4. INTRODUCTION TO AMPLIFIERS

In the previous section it was seen that by choosing proper values for
the transformation ratio N,/N,, it is possible to obtain a higher voltage
at the load than exists at the source. Alternatively, it is possible to
have a larger current flowing through the load than flows through the
source. In a general sense, then, it might be said that a transformer
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exhibits current or voltage gain. It is not, however, an amplifier, since
the power supplied by the source is equal to or greater than the power
delivered to the load.

The American Standard Definitions of Electrical Terms defines an
amplifier as ‘“a device for increasing the power associated with a phe-
nomenon without appreciably altering its quality, through control by
the amplifier input of a larger amount of power supplied by a local source
to the amplifier output.”® This is, perhaps, a restrictive definition, but
it will be used throughout this text. At times it seems more convenient
in the literature to speak loosely of demodulators, impedance matching
devices, and similar assemblies of hardware as amplifiers, provided they
have a local source of energy. These latter categories may or may not
supply larger amounts of power to the load than are available at the input
terminals. By definition, then, these devices are not amplifiers unless
the output power exceeds the input power.

The power amplification which is a necessary condition for an amplifier
may be achieved through either voltage or current amplification or both.
For instance, an amplifier with an input of 1 volt across 100,000 ochms
may have an output of 0.1 volt across 10 ohms. This represents a power
amplification of 100, a current amplification of 1,000, and a voltage ampli-
fication of 0.1. Had the output been 10 volts across 100,000 ohms, the
power amplification would have been the same but the current and volt-
age amplifications would each have been 10.

In this treatment, the amplification factor has been discussed as though
it were a constant of the amplifier. This is far from being true, since the
amplification may vary with many parameters, particularly input fre-
quency. In fact, one of the criteria for an amplifier is its band width,
or the frequency range over which the amplification is relatively constant.

It will be recognized that many types of devices display control by the
amplifier input of a larger amount of power supplied by a local source to
the amplifier output. Among the components that would satisfy such a
definition are grid-controlled vacuum and gas-filled tubes, magnetic and
dielectric amplifiers, transistors, rotating amplifiers such as the Rototrol,
and even separately excited generators.

The grid-controlled high-vacuum tube probably comes closest to satis-
fying the restriction that an amplifier should increase ‘‘the power associ-
ated with a phenomenon without appreciably altering its quality . . . .”
Even with high-vacuum tubes, however, it is recognized that restrictions
must be placed on certain parameters to achieve optimum amplification.
Depending on the application, for instance, vacuum-tube amplifiers are
classified as operating class A, AB, B, or C. These designations are
based upon the amount of distortion of the input signal which occurs in
the output.
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In addition to the distortion, which is caused by nonlinearities and by
noise, a certain phase difference exists between the output and the input.
This phase difference is often spoken of as the phase shift across the
amplifier. In communication equipment, this phase shift can often be
ignored, since the desired objective is to reproduce, at a higher power
level, the intelligence contained in the signal without concern for the
time correspondence between input and output. It is sufficient in these
cases to avoid unwanted coupling between input and output circuits to
preserve stability. In automatic feedback control systems, however, the
phase shift across an amplifier can be a parameter of major importance.
The magnitude of this phenomenon is a function of signal frequency as
well as of the constants of the amplifier.

It is seen, then, that the output of an amplifier is compared to the
input with respect to magnitude and phase shift. The comparison
between output and input most often made is the ratio of the two,
expressed as the ratio of output to input. This is defined as the trans-
fer function of the amplifier. The most common method of expressing
the transfer function is to transform the quantities involved into the fre-
quency domain by means of the Laplace transform.” Standard nomen-
clature for the transfer function so expressed is G(s). When used in this
manner, G(s) may be further reduced to an amplification constant and a
frequency-dependent term, K®(s). In some treatments, G(s) is defined
as including only the frequency-dependent portion. This practice, how-
ever, seems to be losing favor to the inclusion of the amplification con-
stant in the expression. The latter method will be used in this book.
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Basic Material Properties

Every technological field suffers from restrictions imposed by the limi-
tations of the materials which can be processed for use in the field.
Self-saturating magnetic amplifiers are peculiarly restricted by the char-
acteristics of the materials for two major components, the cores of the
reactors and the rectifiers used to provide self-saturation. In this chap-
ter the properties of materials commonly used for these components will
be discussed. The treatment of the theories concerning the cause of the
properties of interest will necessarily be brief, since a complete coverage
is beyond the scope of this text. For a more detailed description, the
attention of the reader is directed to the applicable items in the references
at the end of the chapter.

2-1. FERROMAGNETIC MATERIALS

A reasonably complete understanding of ferromagnetism is not neces-
sary for a rough acquaintance with magnetic amplifiers, but the subtler
points of magnetic-amplifier operation require the student to have at
least some knowledge of the broader aspects of domain theory. The
sections immediately following will present the rudiments of modern
ferromagnetic theory and will show how, at least qualitatively, the flux-
mmf characteristics are related to domain phenomena.

2-2. DOMAIN STRUCTURE

A moving charge creates a magnetic field. Therefore, an electron
orbiting about an atomic nucleus causes a magnetic field. For an atom
of reasonably high atomic number, the several electrons, all moving in
the orbits prescribed by quantum theory, will give rise to individual
orbital magnetic moments which, in the aggregate, tend to cancel each
other. In addition to the orbital magnetic moment, a moment exists
due to the spin of each electron. Since, by quantum theory, the mag-
netic moment due to spin can be only in one or the other of two direc-
tions, these moments also tend to cancel each other in the aggregate.!

17
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In many elements, the interaction between atoms in the solid state is
the result of so-called ‘‘exchange forces’’ which provide the covalent
binding energy required to hold the solid together. In most elements,
these exchange forces align the atoms of the molecule in a manner which
causes cancellation of the net spin magnetic moments of the individual
atoms. This is apparently not invariably true, however. There are
currently three hypotheses advanced to explain the cases where a large
net spin magnetic moment does exist. While these explanations are of
only peripheral interest in the design of magnetic amplifiers, a brief dis-
cussion of the three schools will be given for the student who likes a
“feel’” for the origin of the phenomena to be discussed later.

The atomic orbital approach adopted by one school holds that for a
small group of elements, including principally iron, cobalt, nickel, and a
few rare earths and alloys of these elements, the interaction between the
atomic separation distances in a crystal and the total energy ranges of
the 3d or 4f electron energy bands is such that the exchange forces cause
a parallel alignment of magnetic spin moments for adjacent atoms. This
is considered, by this school, to be the basis of ferromagnetism.?

A molecular orbital, or collective electron approach, also exists, wherein
the interpretation of ferromagnetism is based on the overriding of the
negative exchange energy by the positive contribution due to the sta-
tistical ordering effect of adjacent parallel spins. This again holds true
only for certain atomic separation distances, energy band ranges, etc.%*

Another school has recently proposed a third explanation based on
spin-orbit interactions between the 3d or 4f and the valence electrons.®

An understanding of the subtleties of the above controversial theories
concerning the origin of ferromagnetism is not necessary to obtain a
grasp of the fundamentals of domain theory and its influence on the
dynamics of flux-mmf characteristics. It is probably sufficient to recog-
nize that the alignment of the spin magnetic moments results in small
domains or regions within a given crystal which are spontaneously mag-
netized to saturation in a given direction. This leads, then, to a dis-
cussion of the interplay of various energy forms as they contribute to the
size, shape, and dynamic properties of these spontaneously magnetized
regions or domains.$

The size and shape of these spontaneously magnetized small domains
are functions of the various energy forms which will assume values to
make the total energy of the system a minimum. It is well known, for
instance, that a ferromagnetic material may be lengthened or shortened
by placing it in a suitable magnetic field. This magnetostrictive effect
is particularly noticeable in the case of nickel. The change in length
has associated with it a certain magnetostrictive energy. In addition to
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the magnetostrictive energy, another energy form exists whichinfluences
the size and shape of domains. This magnetostatic energy causes for-
mation of domains of closure which tend to minimize the total energy
required in a given crystal.

Consider, for instance, a unit volume within a single crystal, as illus-
trated in Fig. 2-1. If the uncompensated magnetic moments of the elec-
trons are all aligned to make a positive contribution to the field as shown
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F1a. 2-1. Possible domain configurations within a volume of a single crystal. (a)
Single domain; (b) introduction of a domain wall; (c) domains of closure; (d) minimum
free-energy configuration.

by the north-south arrow of Fig. 2-1a, the entire volume is spontaneously
magnetized in the direction shown and, if the volume is isolated, a large
amount of magnetostatic cnergy is required to maintain the field in the
resulting air gap. A configuration requiring less magnetostatic energy is
shown in I'ig. 2-1b. For this configuration the length of the air gap has
been considerably reduced and, consequently, the energy required to
maintain the air-gap field has been similarly reduced.

Still another type of energy has been introduced in Fig. 2-1b by the
formation of a line of demarcation between the two domains shown.
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Because the exchange forces between atoms tend to force parallel align-
ment of the spin magnetic moments, a large amount of energy would be
required to maintain two contiguous atoms in antiparallel alignment.
Much less energy is required if the antiparallel arrangement takes place
gradually over a region many atoms wide, so that the moment of each atom
is displaced a small amount from the moment of theatom nearestit. This
minimizing of the total energy required to maintain a given configuration
gives rise to walls between domains known variously as domain walls or
Bloch walls (after Felix Bloch, who first investigated this phenomenon).?
Thus the magnetostatic energy has been reduced by changing from the
configuration of Fig. 2-1a to that of Fig. 2-1b and a new type of energy
introduced, domain-wall energy. The total energy required to maintain
the configuration now has three components—magnetostrictive, magneto-
static, and domain-wall energies.

The magnetostatic energy can be further reduced by introducing
domains of closure with boundaries which make equal angles with the
fields of the two domains, as shown in Fig. 2-1¢c. This configuration,
however, would result in large stresses within the closure domains due to
magnetostrictive effects, raising the amount of magnetostrictive energy
required to maintain the configuration. A more typical configuration
resulting in minimum total energy would be as shown in Fig. 2-1d. Here,
by the formation of more domains, the total volume of the Bloch walls
has been increased, and, therefore, the wall energy has been increased,
but the magnetostrictive energy has been reduced.

It will be noted that the domain configuration of the unit volume
illustrated in Fig. 2-1d produces zero external field. The spontaneous
magnetization of each domain is not apparent unless the specimen is
treated in a manner introduced by Bitter and extended by Williams and
other workers in whose treatment colloidal particles of ferromagnetic
material collect at the domain boundaries, revealing the pattern.®

A form of energy associated with domain formation which has not yet
been discussed is a function of crystalline structure and is known as ani-
sotropy energy. There are many different forms of erystalline structure,
of which only three are of primary interest in a discussion of ferro-
magnetics. These three are the body-centered-cubic (iron), the face-
centered-cubic (nickel), and the hexagonal-close-packed (cobalt) struc-
tures. In discussing anisotropy energy it will be necessary to consider
briefly the fundamentals of crystalline structure. An understanding of

-at least the basic terminology of crystals is quite essential to an under-
standing of ferromagnetic materials, since references to the subject occur
frequently in literature on magnetic materials cloaked in esoteric phrases
such as ‘“grain-oriented,” ‘‘domain-oriented,” ‘“easy direction of mag-
netization,” and so forth.



Basic Material Properties 21
2-3. CRYSTALLINE STRUCTURE

A crystal is simply an orderly arranged spatial pattern or lattice of
atoms. Within a single crystal, the pattern repeats itself regularly in
three dimensions. A diagram of a portion of the lattice of crystalline
iron is shown in Fig. 2-2. Appropriate planes have been passed through
the crystal, resulting in ‘“faces.” One face has been shaded to aid in
visualizing the structure. It will be observed that six unit erystals have
been shown, each consisting of eight atoms at corner locations (shown
black) and one atom at the center (shown white). No attempt has been

made to relate the size of the dots
and the distances between them to
the actual size of the atom and

atomic spacing. The positions
> shown represent the relative posi-
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F1c. 2-2. Diagrammatic representation of Fig. 2-3. The three principal crystallo-
a portion of an iron crystal. graphic directions for a cubic crystal.

tions of the atomic centers; the outermost orbital electrons of each atom
are shared by neighboring atoms.

In Fig. 2-3, the three principal crystallographic directions are shown
for a cubic crystal. These directions are identified by their Miller
indices. The [100] direction is along a cube edge in the z direction and,
due to the symmetry of the structure, any cube edge may be referred to
as a <100> direction, although it might more properly be called a
[001], [010], etc. The [110] direction is a face diagonal in the xy plane,
while the [111] direction is a long, or body, diagonal.® The crystalline
anisotropy energy is a measure of the difference between external fields
which must be applied in these various directions to magnetize the
material to saturation.

The materials with which one usually works are of the polycrystalline
type. Each crystal of such an aggregate, probably measuring tens or
hundreds of millions of atoms in each direction, may normally be com-
posed (assuming the specimen has never been subjected to an external
magnetic field) of numerous domains in the general fashion shown in
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Fig. 2-1d. Each such domain includes tens or hundreds of thousands
of atoms in any direction. It is possible in the laboratory to grow a
sizable single-crystal specimen. By suitable techniques it is possible to
determine the crystallographic directions of the single-crystal specimen.
This specimen may then be considered as a block which, due to its homo-
geneous structure, has the same crystallographic properties as a unit cell.

A technique for determining the energy of anisotropy is to cut, from a
single crystal, picture-frame specimens as shown in Fig. 2-4. A separate
specimen is cut to contain each principal crystallographic direction.
Such a specimen constitutes a closed magnetic path about the particular
crystallographic direction to which it is cut. By suitable techniques,
the relationship between the intrinsic induction and field strength can be
determined experimentally for such a picture-frame sample. Typical
results for the three principal directions are shown in Fig. 2-5 for a speci-
men of silicon-iron. The difference in energy between that required to

. H
F1c. 2-4. Typical picture- FI1a. 2-5. Magnetizing characteristics in three erystallo-
frame configuration. graphic directions for silicon-iron.

magnetize the specimen in the <110> or <111> direction and that
required in the <100> direction is the anisotropy energy. For the
example of silicon-iron material, the <100> direction is the direction of
easy magnetization.

To minimize losses, it is desirable in practice to magnetize many ferro-
magnetic materials used in components of an electrical circuit in the easy
direction of magnetization. Since, as was stated before, the materials
with which one usually works are polycrystalline, it is desirable that the
individual crystals, or grains, be aligned or oriented so that an easy
direction of magnetization of the majority of grains will be parallel to
the applied field. In general, attaining this preferred orientation is a
complex function of chemical composition, rolling technique, and anneal-
ing treatment. Metallurgists have evolved the techniques which result
in grain orientation in a predictable direction with respect to the rolled
sheet. Treatment of a polycrystalline specimen to reveal the domain
structure reveals that domain walls extend across grain boundaries in
patterns that differ only slightly from the patterns obtained from single-
crystal specimens.
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2-4. APPLICATION OF AN EXTERNAL FIELD

The next step is to consider the behavior of domains in the presence
of an external field. A typical single-crystal specimen in an unmag-
netized state will have the magnetization vectors of its numerous domains
randomly distributed in either direction along each of the three easy
directions of magnetization, as shown in a highly symbolic manner in
Fig. 2-6. If an external field is applied, the magnetization vectors of
some of the domains will be found to be aligned more nearly parallel to
the applied field direction than those of others at the time of field appli-
cation. These preferred domains will grow in volume at the expense of
those less favorably oriented until the entire specimen is essentially a
single domain. Upon further increase of the field, the magnetization
vector of this domain is rotated into v,
concurrence with the field direction
and the specimen is now saturated.
This processis frequently illustrated
in a manner similar to that shown — — sgg;‘:d
in Fig. 2-7. Bozorth implies that,

Single domain
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X + X * x + x T X + P\ Growth of
<= || preferred orientation
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A
Fie. 2-6. Symbolic representation of the Fig. 2-7. Magnetization processes in an

domain configuration of an unmagnetized initially unmagnetized specimen.
specimen.

using an initially demagnetized specimen, the application of a very low
field strength results in a reversible wall movement associated with the
movement of 90° walls (walls which separate domains with magnetization
vectors separated by 90° rather than 180°).1° In Fig. 2-1¢ the wall
between domains (I) and (II) is called a 90° wall while the wall between
domains (I) and (III) is a 180° wall. Higher field strengths result in
irreversible wall movements. Rotation of the direction of magnetization
is a reversible phenomenon. When the large external field is removed,
therefore, the flux change due to irreversible domain wall motion is not
reversed, and the sample will be at its remanent induction at zero field.

2-5. MECHANISM OF MAGNETIZATION

Magnetizing an initially unmagnetized specimen to saturation involves
phenomena which are seldom of primary interest in a study of magnetic
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amplifiers. As will be seen in later chapters, the major problems associ-
ated with magnetic amplifiers involve changing flux in a core which is
at its remanent state. If a sufficiently large alternating field is applied
to a ferromagnetic material, the magnetization vectors will be aligned
parallel to the field first in one direction and then in a direction 180°
from the initial direction. When the applied field is sufficiently large
and the alternations occur at a sufficiently slow rate, the domain walls
will be swept out as the field increases from zero and the vectors will
be aligned parallel to the field, as previously described. As the field
decreases to zero, the reversible effects take place and the specimen is
at its remanent state. As the field reverses, new domain walls are
formed and swept out, and the magnetization vectors are aligned parallel
to the applied field in the direction opposite from that of the previous
saturated condition. The induction is said to change from positive
saturation to negative saturation (where the assignment of polarity is
arbitrary) and, if induction is plotted against applied field strength, the
resultant is called a “major dynamic hysteresis loop.”

It has been demonstrated that the behavior of a ferromagnetic material
in an external magnetic field is a function not only of the atomic structure
of the material, but of the direction of the applied field with respect to
the crystalline structure as well. It has also been demonstrated that,
upon removal of the external field, the domains tend to remain to a
greater or lesser extent in the same state as that which existed in the
presence of the field (remanence). If no change of intrinsic induction
(B minus H) occurred upon removal of the field, the material would exhibit
truly ‘‘square-loop’” properties. This means that if the external field
were reduced to zero, the remanent intrinsic induction would equal the
saturation intrinsic induction.

Even in a single-crystal specimen, produced under carefully controlled
laboratory conditions, there will be some change in domain state upon
the removal of an external field. Zero change in state implies that the
easy direction of magnetization of the single-crystal specimen is concur-
rent with the applied field and that there are no stresses in the specimen
caused by microscopic crystal imperfections. Obviously, since we are
discussing macroscopic effects requiring a specimen which can at least be
seen by the naked eye, it is, at the present time, impossible to produce a
specimen containing no impurities or crystal defects.

Since the concurrence of the easy direction of magnetization and the
direction of the applied field requires a ‘‘lining-up’’ procedure, perfection
can never be achieved. Figure 2-8a illustrates a condition in which the
magnetization vectors of the domains are all aligned in the easy direction
of magnetization and Fig. 2-8b shows how these vectors would be rotated
by application of a sufficiently strong external field almost, but not quite,
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concurrent with the direction of easy magnetization. Upon removal of
the external field, these vectors would rotate back to their original direc-
tion. The solid interior lines of Fig. 2-8 are simply to indicate where
domain walls existed in the demagnetized state. No wall exists between
contiguous regions in which the magnetization vectors are in the same
direction. Such a condition results in a single domain.

The effects of the presence of imperfections or flaws in the crystal
lattice are to rotate slightly the magnetization vectors of the associated
domains and to impede the passage of the moving domain walls. There-
fore, even if the external fiecld were perfectly aligned with an easy direc-
tion of magnetization of the majority of the domains, the magnetization
vectors of those domains affected
by crystal imperfections would still
undergo a rotational effect upon
removal of the field.

The rotation of the magnetiza-
tion vector from alignment with an
easy direction of magnetization to
alignment with an externally ap-
plied field is a reversible process.
This is true whether the vector
associated with the domain con-
sidered is misaligned because the
external field _ls Sk?wed with respect F1a. 2-8. Symbolic representation of the
to the easy direction of magnetiza- domain configuration of a magnetized
tion or a lattice imperfection has specimen. (a) In the absence of an
caused the vector to be misaligned external field; (b) in the presence of an

| . . external field.
from the direction occupied by the
majority of the domain vectors. This reversibility of the phenomenon
of domain rotation is in contrast to the almost total irreversibility of
domain-wall movement (of 180° walls).

Assuming that a specimen is at its remanent state, the change of
induction with the application of a step-change of applied field is a func-
tion of the magnitude of the applied field and also of time. Failure of
magnetic phenomena to occur independently of time is often a source of
confusion to a newcomer to the field of magnetics. It is also the source
of many problems for the practitioner in the field.

Let it be assumed that a nickel-iron specimen has been subjected to a
large, slowly alternating external field and that this field is removed
when the specimen is at negative saturation, leaving the specimen at its
negative remanent state. The polarity of the field at the time of its
removal, then, was negative by definition. If a very small positive field
is applied, no flux change will occur. This is, perhaps, an oversimplifi-
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cation since, due to imperfections, a very small, reversible flux change
will occur. It is best at this time, however, to assume that no flux change
will oceur if the magnitude of the applied field is sufficiently small. The
absence of flux change can be attributed to the fact that no domain walls
exist because of the previous history of the specimen and that, since
domain walls represent a certain energy, not sufficient energy has been
supplied by the external field to form new walls.

It has been postulated that certain flaws, impurities, or imperfections
will exist at the surface of the specimen and that these will serve as
centers of nucleation for the formation of domain walls when sufficient
energy is supplied by the external field.!* Once the walls are formed,
they propagate through the material at a velocity which is a function of
the magnitude of the applied field (assuming no interior imperfections
are present to stop wall motion). When two walls meet, they merge

and the propagation continues over
4 c D the combined front, as shown in

7 % Fig. 2-9.12 In this figure, four nu-

// / //////// //// cleation centers of reverse magneti-
zation are shown on the two sur-
faces. The walls originating at
points A and B are propagating out
y along a hemispherical front, while
/ ///// those originating at points C and D

8 : have merged over a portion of their
Fic. 2-9. Propagation of domain walls area, the unmerged portions con-
from nucleating centers. tinuing to propagate in the normal

fashion.

The amount of energy required to cause nucleation of a domain wall
at a nucleation center is not constant. It is thought that if the applied
field is increased from zero in small increments, a field strength will be
found at which only a very few nucleation centers are activated. Since
the number of domain walls formed are few and since the velocity of
propagation is low (because the velocity is a direct function of applied
field strength), a comparatively long time will elapse before the walls
are swept out. Had a larger field been applied in a step from zero, more
walls would have been formed and these would have moved faster,
resulting in a much shorter time before the flux stopped changing as a
result of the applied field.

There are several factors which govern the velocity of domain-wall
propagation. The three principal factors are eddy currents (both regional
and local), spin relaxation phenomena, and lattice imperfections. If a
strong field is applied and many nucleation centers contribute to domain-
wall formation, the wall resulting from the merger of many walls origi-
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nating from points close together resembles a plane front propagating
toward the center of the specimen. This front gives rise to regional or
macroscopic eddy currents which retard the advance of the wall and
which represent a heat loss. If the applied field is comparatively weak,
the eddy currents resulting from the movement of a few walls in isolated
areas are more localized or ‘““microscopic’’ in character. They still retard
wall movement and are responsible for an energy loss, but the energy loss
is less than from the macroscopic losses of the previous case.

The spin relaxation phenomena are associated with impurities, particu-
larly interstitial carbon, in the crystal and with some anomalous causes.
The lag associated with the latter is often referred to as Jordan lag and
has not as yet been satisfactorily explained. Crystal imperfections cause
a portion of the domain wall to ‘“hang up’ in a local region while the
rest of the wall progresses. The major portions unite past the obstruec-
tion while the obstructed portion stretches out to keep contact. Eventu-
ally the stretched portion snaps and recedes to form a pattern about the
imperfection, while the now undistorted main wall proceeds unimpeded.
It is believed that the Barkhausen effect is a result of these sudden
changes in wall configuration, particularly in materials exhibiting less
rectangular hysteresis loops.

2-6. FACTORS AFFECTING PROPERTIES OF TAPE CORES

Many magnetic amplifiers with modest gain, response time, and sta-
bility requirements can be built from stacked laminations for operation
at low power supply frequencies. For higher supply frequencies or high-
performance amplifiers it is desirable that toroidal tape-wound cores be
used. The many processes involved in producing these tape cores all
affect the properties of the end product. A brief description of the
metallurgical and packaging processes is included here to provide some
background in these fields.

The exact procedures used vary widely, depending upon the material
and the individual producer. A silicon-iron, for instance, is not particu-
larly strain-sensitive and cores fabricated from it are frequently used
without an elaborate packaging arrangement. It is usually sufficient to
provide only layer insulation between the core and the windings placed
onit. Nickel-irons, in the range of 45 to 90 per cent nickel, on the other
hand, are highly strain-sensitive and must be protected from mechanical
strains by a rigid box. For environments where vibration may be
encountered, a damping fluid may be injected into the box to protect
the core further.

A 50 per cent nickel-iron will be used to illustrate typical processing
methods.’* Very high-purity materials are used in the initial melt,
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typically nickel and iron produced by an electrolysis method to avoid
contamination. In addition to the major constituents, most manufac-
turers add minor ingredients to achieve what they hope will be a satis-
factory end product. An example of a melt which yielded good tape
properties is:

nickel-50 per cent manganese—1.0 per cent
iron oxide—0.05 per cent iron—-48.95 per cent

The nickel and iron were vacuum-melted in a magnesia crucible; then
the iron oxide and manganese were added while the melt was under a
helium atmosphere. The melt was then cast in a stainless steel mold.
To help eliminate impurities which might have contaminated the material
during the melting and casting operations, the top 15 per cent of the ingot
was cut off after cooling. The ingot was then hot-rolled at a temperature
of 950°C to a thickness of about 0.150 in. After the resulting strip was
sanded to remove scale, it was cold-rolled in two operations, first to a
thickness of 0.025 in. and then to 0.002 in.

The material at this point in processing is in sheets which resemble
common aluminum foil. The treatment between cold-rolling and boxing
is reasonably standard. The sheets are slit to the desired width (usually
between 14 in. and 2 in.) and wrapped on reels in the fashion of motion-
picture film. During the cold-rolling and slitting operations, the mate-
rial usually accumulates a coating of grease which must be removed before
further treatment if contamination is to be avoided. The slitting oper-
ation may leave a burr on the edge of the strip; this also must be removed.

The material is now ready to be wound into cores. To form the cores,
the tape is wound on a mandrel to give the desired inside diameter. In
this winding process, a thin insulating film is coated onto one side of the
tape. This film insulates one layer from the next, preventing the circu-
lation of eddy currents between adjacent layers. The film must be thin
since it contributes no magnetic properties and it is desirable to have as
high a space factor as possible. Typically for a 0.002-in. material, the
magnetic material occupies 80 to 90 per cent of the total volume of the
unboxed core. The film must also be stable at high temperatures. This
is because the core will be annealed after the film is applied, and the film
must not react with the core material, even at high temperatures, or the
magnetic properties of the core will be seriously degraded. Magnesium
hydroxide has been in use for many years to provide this film, but new
developments in methylates are now providing better space factors.14

A desired maximum total flux change is achieved by the tape being
wound on the mandrel either a given number of wraps or to a desired
outside diameter. The result is a tightly wound spiral of coated tape
with a given height and the desired inside and outside diameters. The
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cross-sectional area of the core will determine the total flux change, since
the flux density is fixed by the gross chemical composition which, in turn,
is controlled during melting. The severe cold reduction causes the
desired orientation of crystalline structure to be achieved during subse-
quent annealing, putting a <100> direction parallel to the direction of
rolling.

All of these processes tend to introduce strains and impurities. To
improve this raw product and to complete the desired orientation, the
core is placed in an annealing oven after removal from the winding
mandrel. The annealing process consists, typically, of a 1-hr anneal at
about 1000°C in a reducing atmosphere, usually hydrogen or dissociated
ammonia. The high temperature relieves the strains in the material and
allows proper grain growth. The reducing atmosphere removes those
impurities which migrate to the surface.

After cooling, the cores are placed in a rigid box, usually of phenolie
or aluminum and phenolic construction.
Depending upon the manufacturer, the
damping compounds which attenuate dif-
ferential motion between the core and the
box are added either before placing the
core in the box or afterward. Silicone
compounds are usually used, in the form
of high-viscosity liquids or pastes or put-
ties. The boxes are sealed and the cores
are ready for the wire-winding operation.
Any handling of the cores after annealing Fe- 2-10. Diagram of a toroidal
and before sealing the boxes must be done reactor.
with care to avoid strains which will remain to affect operation.
Tolerances on the box dimensions must be maintained within close limits
to avoid squeezing the core, and the viscosity of the damping compound
must be neither too high nor too low throughout the temperature range
to which the core will be subjected.

The toroidal configuration yields a minimum air gap and permits maxi-
mum use of the inherent characteristics of superior materials. Certain
geometrical properties of the magnetic path become apparent under these
conditions, however. With a negligible air gap, the difference in path
length between the inner wraps and outer wraps of tape is apparent.
This difference may usually be neglected in the presence of an air gap
in the magnetic path because the field strength required to maintain a
given flux density across the air gap masks the difference between the
mmfs required to achieve that flux density in the different path lengths
in the material. Consider the condition illustrated in Fig. 2-10.

In this illustration, the mmf is NI, where N is the number of turns
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of the winding. The field strength is NI/l. For a wrap of material on
the inner rim of the core, therefore,

NI
Hi - 27I'R.'
and, for a wrap on the outer rim of the core,
NI
Ho = ook,

Since R, is greater than R;, H; must always be greater than H,. It is
seen, then, that the field strength varies across the radial width of the
core. It will be seen later that the ratio of the inner to the outer diam-
eter of a core affects the flux-mmf characteristic of the core and, eventu-
ally, the gain of the magnetic amplifier in which the core is used.!®

2-7. HYSTERESIS LOOPS

The most common way to display the magnetic properties of a material
is by the use of a hysteresis loop, or plot of flux density B, as a function
of field strength H. This loop is also called a B-H loop or a flux-current
loop. The terms are not always used interchangeably nor do they always
mean the same thing to different people. There are three major differ-
entiations made among loops: d-¢ loop, sine-flux loop, and sine-current
loop. The latter two are sometimes lumped under a heading of dynamie-
hysteresis loops. Another differentiation is between major and minor
hysteresis loops.

Static Loops. A d-c hysteresis loop is usually a loop obtained by
plotting data from a ‘“ballistic’” test (or, more recently, from special
quasi-static loop tests). The name ‘‘ballistic”’ derives from the ballistic
galvanometer used as an integrating device to measure flux change.
Excellent detailed descriptions of this test are available in most electrical-
measurements texts.!® For the purposes of this text it is sufficient to
explain that the method consists of driving a core to negative saturation
by means of a biasing mmf. A signal mmf, variable in small increments,
is alternately applied and removed in a step function in opposition to
the bias mmf, the signal mmf being increased by a small amount before
each application. The flux change (or, more precisely, the integral of
the voltage generated in a pickup winding which is proportional to the
flux change) resulting from each application is read on a ballistic galva-
nometer. The mean length of magnetic path is calculated and the aver-
age magnetic field strength determined by dividing the net mmf (the
algebraic difference between signal and bias mmfs) by the mean path
length. The saturation flux level is taken as one-half the total flux
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change obtained by making the signal mmf twice the biasing mmf. A
typical loop for a 50 per cent nickel-iron core is shown in Fig. 2-11. These
data were obtained on a commercial-grade polycrystalline specimen.
Stewart has shown that this method, when applied to a single-crystal
specimen, may result in a region of infinite slope which accounts for the
major portion of the total flux change.!” This results from the fact that a
larger mmf is required to nucleate a domain wall than to keep a nucleated
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F1a. 2-11. Static B-H loop for a 50 per cent nickel-iron material.

wall moving. The presence of imperfections (particularly inclusions)
slows down wall movement and may even halt it. If wall movement is
stopped, flux change ceases. Upon application of a somewhat larger
field in a ballistic type of measurement, the wall moves faster and may
sweep past an imperfection which had previously stopped it. Stewart
shows a plot of I against H where H was automatically varied to main-
tain the rate of change of I with respect to time constant. This is repro-
duced in Fig. 2-12. It can be seen that a ballistic method would have



32 Self-saturating Magnetic Amplifiers

resulted in a loop with infinite slope between points A and B. It is seen,
also, that the ballistic method would result in a larger energy loss than
the method which maintains domain-wall velocity constant. Stewart
speculates that, given a single-crystal specimen with only one domain
wall, it would be possible, with an automatic feedback control with suf-
ficient speed of response, to trace out a loop with zero energy loss if the
impediments to wall motion could be adequately represented by the
assumptions he made. He points out, however, that if the obstacle is, for
r instance, a nonmagnetic inclusion
about which supplementary domains
form, zero energy loss is not possible
under any conditions.
e The name d-¢ hysteresis loop,
then, is seen to be something of a
misnomer. What is usually meant

I !

16 is the ballistic hysteresis loop. To
; » obtain a close approximation to the
, #  ballistic loop, loop tracers have been
{ employed recently in which the mmf
IA is varied very slowly with respect

to time.!* In some models several
minutes may elapse in tracing a
loop. The principal disadvantage
Fic. 2-12. I-H curve of a single-crystal in this method is that it requires a
specimen. (From K. H. Stewart, Ferro- very low drift d-c amplifier. Loops
magnetic Domains, Cambridge University  obtained with these devices may
Press, New York, 1954.) have double-valued portions of the
loop, or fail to close, at saturation because of amplifier drift.

Dynamic Loops. Since the number of applications for core material
in which magnetization takes place in a manner simulated by ballistic or
low-frequency loop-tracer methods is limited, methods have been evolved
for determining induction as a function of power-frequency alternations
of magnetic potential (another term for mmf). The two methods most
commonly used are the sine-flux and sine-current tests.

In the sine-current test, the magnetic potential is varied sinusoidally,
or nearly so. Figure 2-13 shows the B-H relationship (where H is the
mean field intensity) and the H-time relationship from which it resulted.
Essentially all of the flux change during a positive half-cycle occurs
between points a and b of the hysteresis loop. This requires that this
flux change take place between points a’ and b’ of the sine wave of mag-
netic potential or in the corresponding time interval ¢, to #,. The voltage
appearing across the terminals of the winding providing the mmf will be
comparatively high in this interval of time, therefore, and will be virtually
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zero throughout the rest of the half-cycle when the rate of change of flux is
very small. To supply a sinusoidal current into such a nonlinear imped-
ance requires that the supply be a good approximation to a current source.

The sine-flux loop is obtained by varying the flux density sinusoidally
with respect to time. If a voltage source (as contrasted with a current

8 A
d

xY

24
Fic. 2-13. Current sine-wave and resulting B-H loop.

source) is connected across the terminals of a winding on a core, the
source voltage will be related to the time rate of flux change by Faraday’s
law if the winding has negligible resistance. If the source voltage is
sinusoidal, Eq. (2-1) is obtained

Ensinwt = N %‘%’ (2-1)
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By integrating Eq. (2-1), Eq. (2-2) is obtained

¢ = gﬁcos wt+c (2-2)
If the initial conditions are properly chosen, the constant of integration ¢
in Eq. (2-2) is made zero and flux varies sinusoidally with respect to time:
In Fig. 2-14a, a typical sine-flux

8 A hysteresis loop is shown and the

corresponding time relationships of

voltage, field intensity, and flux are
f shown in Fig. 2-14b, ¢, and d,
f(a)

respectively.
A comparison of sine-flux loop
with a sine-current loop for the

same core is made in Fig. 2-15.19
The larger amount of energy re-
¢ quired to maintain a sinusoidal
field strength can be ascribed to
the much shorter length of time
»(5) allowed for an equivalent flux
Ay

change. To obtain a sinusoidal

8 A
N/ > [c) ‘-Sine-ﬂux
\] > (d] / ’ 77
\ Sine-current

F1c. 2-14. Sine-flux loop and associated Fia. 2-15. Comparison of sine-flux and
waveshapes. (a) Sine-flux B-H loop; sine-current B-H loops.

(b) voltage-time relationship; (c) field

intensity-time relationship; (d) flux-time

relationship.

(-

flux variation, a period equivalent to nearly a half-cycle of supply
frequency is available to change flux from — B, to the upper knee. The
same flux change under the influence of a sinusoidal field must occur in
about one-sixth of a half-cycle. As was seen earlier, a more rapid change
of flux requires a larger field and, hence, more energy loss. The four-
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valued nature of the sine-flux loop can be attributed to the fact that,
with no requirement that the mmf be held constant, the source supplies
enough current to nucleate domain walls and, once domain walls are
moving, the impedance represented by the winding increases, causing a
decrease in current.

2-8. TEMPERATURE EFFECTS

The spontaneous magnetization phenomenon is associated with inter-
atomic forces within a crystal which, in turn, are dependent upon inter-
atomic spacing. Consequently, the thermal energy acquired by the
atoms at increased temperatures, which increases the average interatomic
spacing, affects spontaneous magnetization and, therefore, the saturation
value of flux density. It can be shown that the saturation value of
induction B,,: has a maximum at absolute zero and, in general, obeys a
hyperbolic tangent law, becoming
zero at a temperature called the
Curie temperature.?® Above the
Curie point the material behaves
as a paramagnetic substance. The
ratio of spontaneous magnetization
intensity M, to the magnetization
intensity at absolute zero M, is
expressed as

'Jt]‘% = tanh M:;,//];[" 200 0 200 400 600 600
Curie temperature §
where T is the absolute tempera- Fic. 2-16. Variation of saturation mag-
ture and 6 the Curie temperature. netization with temperature for iron.
A typical curve for iron is shown in Fig. 2-16.

The Curie point varies over quite wide limits for different elements,
alloys, and crystal structures. The Curie temperature of cobalt, for
instance, is about 1120°C, and that for nickel about 360°C. A newly
improved iron-cobalt-vanadium alloy?! has a virtual Curie point of about
960°C, but undergoes a phase transformation at 850°C. This alloy has
a high-saturation flux density and is more easily worked than most iron-
cobalt alloys. Further development should produce a very useful mag-
netic material. The presently used nickel-irons have a Curie point
between 500 and 600°C. Silicon-iron, with only small additions of silicon,
has a Curie point very close to that of iron (about 750°C).

The effects of temperature on permeability and coercive force have not
been investigated as fully as other phenomena. In general, increasing
temperature decreases the coercive force, at least for a range of temper-
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atures about room temperature. Permeability increases with increasing
temperature. The properties of coercive force and permeability cannot
be correlated directly with magnetic-amplifier performance. The effects
of temperature on amplifier performance will be discussed more fully in
Chap. 8.

2-9. FERRITES

The oldest known highly magnetic material is probably the lodestone,
known to mineralogists as magnetite and to chemists as FesO4. From its
chemical symbolism, it will be recognized that this compound is not a
metal nor a compound of two metals. It is one of a large family of com-
pounds frequently called ferrites, having a composition MOFe;Os, where

the M denotes a divalent ion.
A The ferrites display a phenomenon
which has been named ferrimagnet-
ism to distinguish it from ferromag-
netism.?? In ferrites, certain crys-
talline positions are occupied by
atoms having a spontaneous mag-
netic moment antiparallel to atoms
occupying certain other positions.
: These positions have been designated
Asites as A and B sites. As a result of this
Fia. 2-17. Variation of saturation mag- antiparallel arrangement, which is
netization with temperature for a jj disagreement with classic domain
typical ferrite. . . .

theory, the net magnetization is
much less than would be measured if all sites were occupied by atoms
with parallel moments.

The magnetization of the two types of sites does not always vary as
the same function of temperature, giving rise to a possibility of reversal
of net magnetization as temperature is varied. This is illustrated in Fig.
2-17, where the magnetization at saturation of the two sites is plotted
as a function of temperature and the resultant magnetization is shown as
the algebraic sum of the individual magnetizations.

Because of the antiparallelism, ferrimagnetic substances tend to have
substantially lower net saturation magnetizations than most of the widely
used ferromagnetic materials. However, they have other characteristics
which make them useful in some applications. In particular, certain
ferrites display a peculiar resonance phenomenon of highly directional
qualities at microwave frequencies which make them extremely valuable
for obtaining desirable attenuation characteristics.

Application of these materials in magnetic amplifiers has been minimal
because of their low saturation characteristic, but even in this field they

G sites

L

Temperature

Intensity of mognetizotion
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may prove useful at high frequencies because of their extremely high
resistivity. This property results in dynamic loops which are little wider
than the static loop. The loops can be quite rectangular, particularly if
the material is properly prestressed.?? Preparation of the cores is quite
simple, in comparison with metallic tape cores, and the finished product
is more rugged than its metallic counterpart, eliminating the need for
elaborate packaging techniques.

2-10. EFFECTS OF NUCLEAR RADIATION ON
MAGNETIC MATERIALS

The nature of ferromagnetic materials results in far less damage from
nuclear radiation than is done to semiconductor materials. The types of
nuclear radiation are discussed to some extent in Sec. 2-14, where the
damage to semiconductors is assessed. Most damage from exposure to
radiation occurs from the rupture of the easily disturbed covalent bonds
typical of semiconductors and most organic compounds. Metals in the
conductor classification already have ‘“‘free’’ electrons and the production
of more by exposure to moderate doses of radiation does not materially
affect their properties.

It is possible to affect the magnetic properties of ferromagnetic mate-
rials by exposure to high radiation fluxes. Assessment of the nature and
magnitude of the damage is in a pioneer state at the present time. Most
studies of radiation damage have been concerned with the materials which
are most susceptible to radiation. At this moment, several studies of
damage to ferromagnetic materials are projected or in actual progress.
The results of these studies, however, will probably not be available for
several months.

One study?* devoted to the problem indicates that the major damage
to core material suitable for self-saturating magnetic amplifiers consists
of loss of loop rectangularity and increased dynamic coercive force. This
study was made at a total integrated neutron flux of 2.7 X 108 neutrons/
cm? It was, unfortunately, a ‘“one-sample’’ study and a statistical
evaluation of damage was not possible.

Where cobalt alloys are used, the phenomenon of secondary radiation
may arise. It is well known that a radioactive isotope of cobalt,
cobalt-60, has a long half-life. A cobalt alloy may, therefore, continue
emitting dangerous amounts of radiation even after the irradiating field
is removed. This poses a maintenance and servicing problem.

2-11. RECTIFIERS

As was indicated earlier, the properties of rectifying devices are nearly
as important to satisfactory operation of self-saturating magnetic ampli-
fiers as the properties of magnetic materials. Rectifying devices assume
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many forms, among which are synchronous switches, high-vacuum elec-
tron tubes, gas-filled electron tubes, electrolytic rectifiers, metal-plate
rectifiers, and crystal diodes. In all probability all of the above have
been tried in magnetic amplifiers. For one reason or another most are
unsuitable and only metal-plate rectifiers and crystal diodes are in wide-
spread use. Germanium and silicon junction diodes are assuming a more
and more dominant role and will probably continue to replace pate
rectifiers as allowable ratings are increased and costs are decreased.

P-N Junction Diodes. Among the elements in the periodic table,
those in Group IV are characterized by crystalline growth through
formation of covalent (homopolar) bonds. A diamond is an excellent
example of this type of structure. Among the Group IV elements are
germanium and silicon. Since, in the discussions which follow, the broad
aspects of rectification across a P-N junction will be equally applicable
to both elements, only silicon will be treated. While germanium devices
were available commercially prior to silicon and have since achieved
widespread application, certain superior qualities of silicon make it more
logical to treat its properties in detail, leaving it to the interested reader
to consult the literature for a fuller treatment of germanium.

The semiconducting elements earned their name by virtue of their
electrical conductivity, which lies between that of the insulators and that
of the conductors. At absolute zero the conductivity of semiconductors
should be zero. As temperature rises conductivity rises, which is the
reverse of the conductivity-versus-temperature characteristic of the
metallic conductors. This behavior is attributable to the nature of the
homopolar bonds between atoms in the crystalline structure. These
bonds may be broken by thermal energy; at room temperature sufficient
bonds have been broken for a measurable current to be obtained by appli-
cation of reasonable potential across the crystal. Typical resistivities
at room temperature for materials in the ‘“conductor’ category are
1.72 X 10—¢ ohm-cm for copper, 10 X 10—¢ ohm-cm for iron, 100 X 10—
ohm-em for Nichrome resistance wire, and 3500 X 10~¢ ohm-cm for
carbon. For insulating materials, typical values are 9 X 10! ohm-cm
for ordinary glass, 9 X 10!® for mica, and 10'® for hard rubber. For
pure germanium, a value of 50 ohm-cm is reasonable. For germanium
containing controlled impurities the value may vary between 0.1 to 50
ohm-cm. For pure silicon, the resistivity is about 60 X 10® ohm-cm.
Silicon, then, has a resistivity about 10!° times that of ordinary conduc-
tors and about 1071° times that of an insulator such as glass.

The rectifying properties are obtained by addition of small amounts
of impurities to the intrinsic material while the latter is in its liquid phase.
By suitable techniques, large single crystals of ultrapure silicon can be
obtained which are thus ‘““doped’’ with Group V elements in one region
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and Group III elements in a second region. As the doped material
crystallizes, these impurities enter into solid solution with the base or
intrinsic material and occupy normal lattice sites (as against interstitial
positions) in the crystal. The homopolar bonds thus formed with the
intrinsic material leave the impurity atom with an unbonded electron in
the case of Group V elements (donor atoms) or a place for an electron in
the case of Group III elements (acceptor atoms).?® As long as the
unbonded electron from a Group V element remains in the immediate
neighborhood of the parent atom, there is no net electrical charge. Simi-
larly, as long as no electron occupies the bonding position left free by a
Group III atom there is no net electrical
charge. Thisisillustrated diagrammatically
in Fig. 2-18. The donor material is com-
monly referred to as n (negative) type and
the acceptor material as p (positive) type.
The lattice positions where an unbonded
electron exists are shown as minus signs in
the n-type material and the ‘“holes’’ where no electron completes a bond
are shown as plus signs in the p-type material.

At near absolute zero temperature, the electrons occupying unbonded
positions in the n-type material are uninhibited in crossing the junction
to occupy the lattice bonds available in the p-type material. In the
p-type material, at higher temperatures, the electrons from the intrinsic
material may also break the homopolar bonds and ‘“drop’ into the
unoccupied site or hole, leaving a net positive charge behind as well as
a hole which may then be filled by some other wandering electron.
Because of the presence of the holes in the p-type material, it is diffi-
cult for an electron to cross the junction from the p to the n region,
whereas it is relatively easy for this to occur in the opposite direction.
As a result, while electrons drift across the junction in both directions,
a net flow exists from the n- to the p-type material. This condition
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+ +
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F1G. 2-18. Symbolic represen-
tation of an N-P junction.

W type P type cannot continue indefinitely, since the n-type
R material, with a deficiency of electrons, de-
Y velops a positive charge, while the p-type
A I becomes negatively charged. A potential

Fic. 2-19. Symbolic represen- fieve!ops across the junction, thfan, as shown
tation of fan N-P junction in Fig. 2-19. Here the plus signs refer to
illustrating the development charges caused by electron-deficient atoms
of junction potential. . . e g

and the negative signs indicate the presence
of excess electrons. In the absence of an external potential, an equilib-
rium condition exists in which a small potential exists across the junc-
tion and conduction across the junction is equally easy for electrons
approaching it from either side.
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If an external potential is applied to the device with the p region posi-
tive and the n region negative, as shown in Fig. 2-20, electrons will be
attracted toward the p region, progressing in a random fashion by drop-
ping into holes vacated by other electrons. The holes, then, tend to
migrate to the negative cathode and the electrons to the positive anode.
The magnitude of this current flow will be a function of the amount of
each impurity present, the temperature, and the magnitude of the applied

W type P type potential. These relationships can
- t-t-4]-=--- == be expressed by Eq. (2-3), in which
(-) ++--+_+:+-:-: (+ . . .
— il B oo Lois dependent on the intrinsic
Crer-+e-|O Fiib i material and the impurities.?2¢

F1c. 2-20. Symbolic representation of an _ _
N-P junction illustrating the migration I; = Liexp (eV/kT) — 1] (2-3)

of holes and electrons under the influence

of an external potential. In this equation, e is the charge of

an electron, V isthe developed junc-

tion potential, k is the Boltzmann constant, and 7 is the junction tem-
perature in the Kelvin scale.

If the applied potential is reversed, as in Fig. 2-21, holes will again
tend to migrate to the negative W type P type
cathode and electrons to the posi-
tive anode. However, since the
majority of the weakly bound elec-
trons are in the n region and the Fia. 2-21. Symbolic representation of an
majority of the holes exist in the p  N-P junction illustrating the behavior of
region, after a short time no weakly holes and elecprons in the presence of a

., . reverse potential.

bound electrons exist in the pregion
and no holes in the n region. There is, then, no current across the
junction. The absence of current carriers in the region of the junction
creates a ‘‘depletion layer’’ which develops a charge opposite and equal
to the applied potential. As occasional holes appear in the »n region or
unbound electrons in the p region (due to thermal agitation), they cross
the junction and are swept out. This current I, is extremely small in
comparison with I, of Eq. (2-3) at room temperature and voltages above
14 volt. I, can be expressed as

I. = I,[1 — exp (eV/kT)] (2-4)

(+) (=)
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P
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A typical static current-voltage characteristic is shown in Fig. 2-22 for a
silicon junction diode at room temperature. This static characteristic is
obtained by varying a d-c voltage in small increments.

The forward portion of the characteristic is seen not to agree with the
exponential form of Eq. (2-3). This is because V of Eq. (2-3) is the
junction potential, whereas the abscissa of Fig. 2-22 represents the applied
voltage. The diode has a certain bulk resistance which adds a linear
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component to the exponential relationship and which limits the current
at higher applied voltages. In fact, the characteristic at higher voltages
is essentially dependent only on the bulk resistance, the exponential por-
tion representing essentially only a constant voltage.

The reverse characteristic, on the other hand, differs from the form of
Eq. (2-4) only after the breakdown voltage is reached. In this region,
conduction takes place in a fashion not fully understood at the present
time. It is believed that the sudden increase in current is a function of
both “electron avalanche,” which involves electron removal by electrons
accelerated by the barrier potential, and ‘“Zener breakdown,” which is
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characteristic of a silicon diode. characteristic of a selenium cell.

caused by electrostatic rupture of the covalent bonds. The ‘““nearly but
not quite’’ vertical region makes the device extremely useful as a voltage
reference, but adds little to its usefulness as a rectifier.

Plate Rectifiers. There have been three types of plate rectifiers in
reasonably common use. These three types, copper (sometimes termed
cuprous) oxide, selenium, and magnesium copper sulfide all display some-
what similar phenomena. Of the three, the copper oxide rectifier has
been in commercial production for the longest time. The selenium recti-
fier gained tremendous popularity in the years immediately following
World War II and is probably used almost exclusively now where plate
rectifiers are required for self-saturating magnetic amplifiers. The mag-
nesium copper sulfide rectifier is relatively unknown in magnetic-amplifier
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application. Because magnetic-amplifier designers show a marked pref-
erence for selenium when junction rectifiers are unsuitable, the discussion
will be restricted to this material.

~ The precise mechanics of rectification at a metal-semiconductor inter-
face are not entirely understood. It is postulated that a barrier (either
chemical or physical, or a mixture) exists which corresponds to the junc-
tion in the single-crystal silicon rectifier already discussed. The manner
in which the electrons cross the barrier is attributed variously to a dif-
fusion effect, a thin barrier effect, or a quantum-mechanical tunnel
penetration effect. The deficiencies of the various theories in accurately
predicting behavior of a commercially produced cell (as one plate of a
plate rectifier is called) in combination with the widely different methods
of manufacture among processors have forced the applications engineer
into a large measure of empiricism.

If, for instance, a particular circuit requires an inverse voltage of
38 volts, standard practice would be to use two cells in series, since cells
processed to withstand 26 volts, or even 33 volts, in the inverse direction
are common. A cell manufacturer may, however, produce a cell capable
of withstanding 40 volts in the inverse direction by adding thallium in
minute percentages to the counterelectrode in contact with the selenium.
This results, unfortunately, in a cell with inferior aging characteristics.?”

Another factor affecting cell characteristics is the forming process.
It is characteristic of plate rectifiers that they do not display an asym-
metric current-voltage function in the ‘“as-manufactured” condition.
They must be subjected to a reverse voltage for a certain length of time,
during which the reverse current gradually decreases. The operating
current-voltage characteristic of the cell is highly dependent on this
forming operation. The characteristic is also a function of the previous
history of the cell. There is a strong tendency to unform during shelf
storage and a brief re-forming interval is discernible when voltage is
applied to a cell which has not been subjected to a reverse voltage for a
long period of time.

Another phenomenon associated with plate rectifiers is aging. With
time, the forward resistance of a selenium rectifier tends to increase. At
room temperature and nominal currents, a cell processed to withstand
an inverse voltage of 26 volts may suffer a 30 per cent increase in forward
resistance after 10,000 hr of operation. A cell processed to withstand
an inverse voltage of 40 volts might suffer the same increase in forward
resistance after only 500 hr of operation. The phenomenon of aging is a
function of forward current and ambient temperature as well as of time.?2®

A typical static current-voltage characteristic for a small-area selenium
cell is displayed in Fig. 2-23. This characteristic may be compared with
the equivalent silicon characteristic in Fig. 2-22. The major advantage
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of silicon is shown more clearly in Fig. 2-24, where the reverse charac-
teristics are plotted to the same scale. Unlike silicon, which can be
processed for a wide range of inverse voltages (from 4 to 600 volts) in a
single cell, selenium rectifiers have a narrow range of inverse voltages
(18 to 40 volts) per cell. For applications where the inverse voltage
exceeds the rating of the cells available, the cells may be connected in
series. This presents a matching problem, as illustrated in Fig. 2-25,
where the inverse characteristics of two selenium cells are shown. It is
evident that, since the current through the two series elements must be
the same, the two cells will not divide the voltage evenly, but REC, will
experience an inverse voltage E. while REC, will see only E,. It is
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F16. 2-24. Comparison of inverse char- Fig. 2-25. Comparison of inverse char-
acteristics of a selenium cell and a silicon acteristics of two selenium cells.
diode.

necessary, therefore, to ensure that the characteristics are sufficiently
similar so that the inverse rating of one cell will not be exceeded before
the other cell assumes a reasonable portion of the load. The same prob-
lem will exist if it is necessary to connect silicon diodes in series, but the
necessity for this seldom comes up in magnetic-amplifier practice because
of the wide range of inverse voltages available.

Parallel connection of plate rectifiers to increase the permissible for-
ward current presents a current-sharing problem at a constant voltage in
contrast to the previous case of voltage sharing at constant current.
Matching of cells again provides the solution. In this area, plate recti-
fiers are, in general, superior to silicon diodes, particularly where a wide
range of temperatures must be encountered. Because the forward char-
acteristic of modern silicon diodes is so nearly vertical, a small differential
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change between the characteristics of two units during a temperature vari-
ation may result in a large change in the percentage of total current each
will carry. As a result, the unit which tends to hog the current may
experience a forward current in excess of its rating and be destroyed.
Since the other will now be forced to carry all the current, it, too, will be
destroyed. Silicon units, then, should be matched over the desired tem-
perature range, not just at room temperature.

Dynamic Characteristics. The dynamic characteristics of silicon
and selenium rectifiers are also widely different. When subjected to
alternating currents, the reactive nature of the nonlinear impedances
must be considered. Because of the presence of the junction, or barrier,
the rectifier may be considered to be a pair of conducting volumes sepa-
rated by a dielectric. This results in a capacitive reactance. In silicon
rectifiers, the comparatively small area results in a capacitance of the
order of 10-100 wuf. For selenium the capacitance varies with the
magnitude and frequency of the applied voltage. A nominal figure of
0.10 uf/in.? of rectifying surface at 15 volts and 400 cps is at least indica-
tive of the magnitude of this phenomenon. The phenomenon of recovery
time of a rectifier following a step change from heavy forward conduction
to a blocking condition is seldom met in magnetic-amplifier applications
and will not be discussed here.??

2-12. EQUIVALENT CIRCUITS

In considering the behavior of rectifiers in electrical circuits it is often

In convenient to represent them by an equiv-

| L alent circuit as ideal diodes in combina-

I\ tion with other components. The most
—’_;g__"_",’;;’\’_ common simple equivalent circuit is
eAaAA— shown in Fig. 2-26. In this figure, C

Rr represents the capacitance, R, the reverse

Fic. 2-26. Equivalent circuit of a  resistance and R, the forward resistance.
rectifier. All of these are nonlinear with respect to
applied voltage, and the capacitance, at least, is a function of frequency.
For most purposes in magnetic-amplifier applications, the capacitance
associated with a silicon diode may be neglected.

Similarly, for small-area silicon diodes, the inverse —wWA—
resistance is sufficiently high for it usually to be REC & K
considered infinite. When these factors may prop- Fic. 2-27. Simplified
erly be ignored, the equivalent circuit becomes an :q;;;zfn;igggmt for
ideal diode in series with a nonlinear resistance. '
Since silicon diodes are characterized by a quite sharp threshold voltage,
it is often sufficient to construct an equivalent circuit consisting of an
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ideal diode, a linear resistance R,, and an ideal battery Er, as shown in
Fig. 2-27.

2-13. TEMPERATURE EFFECTS

Only seldom is a magnetic amplifier applied in an environment where
the temperature is held constant. At best, there is usually a 30-40°F
change with the seasons of the year. At worst, some military appli-
cations require an operating environment which varies from —55°C to
+100 or even +500°C.

Manufacturers of semiconductor devices have made excellent progress
in improving their products to function under extreme ambient tempera-
tures. At present, germanium de-
vices operate from —60°C to about
85°C, selenium to about 125°C, and
silicon to about 200°C. A new
development in growing junction
silicon carbide crystals holds prom-
ise of a material which may operate
up to 600°C.

These limits are a rough defini-
tion of the range over which pres-
ent devices will operate. This is
not to say that they operate as
well at one point as at another.
The forward drop of a silicon diode,
for instance, for a constant current
might be 0.6 volt at 150°C, 0.8 volt
at room temperature, and 0.95 volt
at —55°C, a change of over 50 per
cent from one extreme to the other.
The leakage current at rated volt-
age may vary from less than 0.001
ua at —55°C to 0.02 ua at room Forward voltage 7
temperature to 20 ua at 150°C. Fi6. 2-28. Forward characteristic of a

The change in forward character- silicon diode at three temperatures.
istics with temperature in silicon
diodes is somewhat unusual. A set of characteristics obtained from a
popular diode is shown in Fig. 2-28. The crossover point, which indi-
cates a point of constant resistance with temperature, is quite significant.
As mentioned earlier in the subsection on P-N junction diodes, the applied
voltage can be considered as having two components, a component which
is the voltage drop due to current through the bulk resistance and a

Forward current

+100°C

L
>
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component due to the junction potential. At low currents, the junction
potential dominates and, for a constant current, the voltage decreases as
temperature increases. At higher currents, the bulk resistance (which
has a positive temperature coefficient) is dominant and voltage increases
as temperature increases. Consequently, a current exists at which these
opposite effects are of equal magnitude and voltage is independent of
temperature.

In Fig. 2-29, the variation of the forward characteristic of selenium is
shown with temperature as a parameter. Because of the large area of
the specimen, the crossover point, if one exists, is far beyond the current
rating of the rectifier. The variation in the reverse characteristic of
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Fra.” 2-29. Forward characteristic of a Fic. 2-30. Inverse characteristic of a
selenium cell at three temperatures. selenium cell at four temperatures.

selenium as temperature is varied is shown in Fig. 2-30. As can be seen
in this illustration, the performance is relatively unaffected at low tem-
peratures but suffers severe degradation at high temperatures. Typical
reverse current values at 26 volts would be 5 ma at room temperature
and below, 13 ma at 465°C, and 25 ma at +100°C.

2.14. NUCLEAR RADIATION EFFECTS IN SEMICONDUCTORS

A modern requirement for electronic equipment in some specific appli-
cations is an ability to function adequately in an environment which
subjects the equipment to severe nuclear radiation. This radiation con-
sists, generally, of neutron, alpha-particle, beta-particle, and gamma-ray
bombardment. Materials vary quite widely in ability to withstand one
form or another of this type of radiation. Neutrons and gamma rays
are the two types of radiation which have been used to determine radi-
ation effects. Semiconductors, dependent upon molecular, atomie, and
subatomic reactions for their useful properties, are particularly susceptible



Basic Material Properties 47

to degradation by nuclear radiation of both types. A formidable body
of literature has appeared on the subject since 1955. It has been estab-
lished that the rate of radiation, the duration of radiation exposure, and
the total radiation all contribute to the final damage. Relative suscepti-
bility to damage, threshold levels, and other qualitative and quantitative
conclusions of particular authors seem to be in conflict.

The type of damage done to semiconductors and whether this damage
is permanent, self-healing, or repairable (for instance, by annealing) seem
to be a function of the three radiation factors quoted in the preceding
paragraph. The existence of a threshold level of rate of irradiation seems
quite firmly established. Below this level radiation does not seem to
affect the properties of the component regardless of the length of time of
exposure. Above this level damage may occur.

In general, silicon diodes seem to be less affected than germanium
diodes by gamma radiation of the order of 10® roentgens/hr. At this
level, the forward characteristic is relatively unaffected while the reverse
current increases 10 per cent for silicon and 100 per cent for germanium.
In a combined irradiation experiment at levels of 1.5 X 1012 fast neutrons/
cm? and 2.5 X 10!% photons/cm?, the reverse current of a germanium
diode increased 2,000 per cent. In the same environment the reverse
current of a selenium cell decreased 50 per cent.?® Again, the forward
characteristics remained relatively constant.

At present, it does not seem possible to generalize very much from
the data available. As more data are amassed in statistically designed
experiments it should be possible to define limits within which certain
phenomena will probably occur. Since results may be affected by lack
of insulation on lead wires, by temperature and humidity, by encapsu-
lation and packaging, and by other factors, the only way to get a firm
answer at the present state of the art is to test the desired component in
the expected environment.
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Mechanics of Operation of Self-
saturating Magnetic Amplifiers

As sections of the previous chapter indicated, it is difficult to predict
accurately the average rate of change of flux in ferromagnetic materials
under other than very restricted conditions. However, it is precisely
this function which is most basic to magnetic-amplifier operation. To
achieve an engineering approximation to this characteristic, attempts to
relate it to either control current only or control voltage only have been
made. In this chapter, it will be shown that except in extreme cases,
either of these approaches alone is unsatisfactory, but that an amalga-
mation of the two yields reasonable answers.!

The single-core amplifier, while useful in gaining a first understanding
of the mechanics of operation of magnetic amplifiers, is not commonly
employed in actual practice. It can be considered as the basic building
block for more complicated circuits, but such use almost invariably alters
the operation in some manner. An understanding of the more compli-
cated circuits, however, is much more easily gained if one is already
familiar with the operation of single-core amplifiers. For that reason,
the simplest circuit will be discussed before proceeding to more practical
but more complicated core arrangements.

As the phenomena which occur in the circuits are treated in this chap-
ter, the explanations will be descriptive to a large extent. The wave-
shapes of currents and voltages and a few generally governing equations
will be used as aids in understanding the discussion only when they are
at least reasonably rigorous. Although mathematical treatments are
more easily understood by most engineers, experience has shown that an
attempt to employ this method exclusively for magnetic amplifiers results
ultimately in greater confusion because several of the assumptions neces-
sary to allow a mathematical presentation are not justifiable. It is,
therefore, felt that qualitative descriptions will result in fewer erroneous
concepts and lead more directly to the mature use of measured quantities
and the appreciation of advanced circuit behavior which constitute the
‘““design know-how’’ so important to the worker in this field.

49
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3-1. SINGLE-CORE MAGNETIC AMPLIFIER WITH A-C SIGNAL

The simplest type of self-saturating magnetic amplifier to deseribe is
the single-core half-wave circuit patented by F. G. Logan in the 1930s.2
While there are several variations of even this simple circuit, the configu-
ration shown in Fig. 3-1a serves as an excellent vehicle for explaining the
mechanics of operation.

The circuit of Fig. 3-1a contains two nonlinear elements, the reactor L,
and the rectifier REC. To avoid introducing two nonlinearities at the
same time in the discussion, switch Sw; has been included in the circuit.
Circuit operation will be explained first with Sw; closed and Sw, open.
The circuit is then reduced to a marked resemblance to the transformer
primary circuit introduced in Chap. 1. One essential difference is that

:
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F1a. 3-1. Single-core magnetic amplifier. (a) Circuit diagram of a Logan amplifier;
(b) assumed flux-mmf characteristic when Sw; and Sw; are closed.

the core material will now be allowed to saturate, a condition excluded
from consideration in Chap. 1. The equations of operation will be
written and discussed. Switch Sw; will then be opened and the effect
of the unilateral properties of the diode examined. When the operation
of the gating circuit has been explained, switch Sw; will be closed and the
interaction of the signal and gating circuits will be discussed for the case
in which the signal voltage es is zero and in which it is nonzero.

Signal Circuit Open. Consider the circuit of Fig. 3-la with switch
Sw; open and switches Sw,; and Sw; closed. The applied voltage e, is
assumed to be of the form E,, sin wt.

The following equation may be written

esc = Ngdo/dt + iR, (3-1)

It is apparent that something must be known about the relationship
between flux and current before anything further can be done with this
equation. It will be assumed that laboratory measurements reveal that
in this circuit the flux-mmf characteristic may be represented as in Fig.
3-1b, Before the piecewise linear technique can be applied, the time
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correspondence of the flux must be established. Lacking any further
information concerning the relationship, one can use a rapidly converging
cut and try method by postulating that, with Sw; closed, Sw, will be
closed at the time that e,. is zero, going from negative to positive. By
choosing extreme values of ¢ and proceeding through the necessary num-
ber of half-cycles in each case, steady-state operation can be predicted.

It will first be assumed that flux is at point 1 on the flux-mmf charac-
teristic at the time that Sw; is closed. The characteristic indicates that
a threshold mmf equal to « must be established before flux starts to
change. If « is in ampere-turns, the current which must flow to estab-
lish the required threshold mmf is given by

i1 =
L1 NG
But if no flux is changing until 7, = 7., then from time zero until some
unspecified time, Eq. (3-1) reduces to
Cae = iLRL (3-2)
Since e, is sinusoidal,
i = 7 sin ot
L= R, w
and

. E, .
11 = —— Sih wh
R,

Knowing the value of L1 is a/Ng,

aRL

— 1 in—1
i, = wsm NoE.

(3-3)
After time ¢,, flux bears a linear relationship to current,

¢ = ki, — 2P ;— B
and Eq. (3-1) becomes

E,. sin wt = kNg % + iLRs

Solution of this differential equation yields

1 E.
kNg |(RL/kNg)? + o?

+ kRL sin wt] + kNgir: exp (—RLtNG)} (3-4)
wN¢g

1.(t) = [exp (—Rrt/kNg) — cos wit
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This expression can be awkward unless the assumption is made that
kNg is so large with respect to R that R./kNg is very close to zero and
exp (Rrt/kNg) may therefore be considered as unity. If this assumption
is valid, then, for all reasonable power frequencies, (R./kN¢)? will cer-
tainly be negligible with respect to w?. Equation (3-4) may then be
written as

i) = E%;‘z (1 — cos wt) + iz (3-5)

This equation will be valid until saturation is reached or the half-cycle
of the applied voltage under consideration ends. The latter case is sel-
dom purposely achieved in practical operation of self-saturating magnetic
amplifiers since it frequently gives rise to a discontinuous transfer charac-
teristic, as discussed in Chap. 8. Therefore, Eq. (3-5) will cease to be
valid at some time ¢, when the flux reaches ¢,q, which determines 7., as
equal to 8/Ng. To determine ¢,

ty = ;%cos‘l [1 — (a—;,m%] (3-6)

After saturation, Eq. (3-2) is valid once again until the half-cycle has
ended and until flux starts to change in the negative direction. Since
the flux-mmf characteristic is symmetrical, the same equations are valid
in equivalent time intervals in the negative half-cycle and, at the begin-
ning of the next positive half-cycle, flux is again at point 1 of Fig. 3-1b.
Thus it is seen that, in two half-cycles, steady-state operation has been
achieved, since the initial conditions for each successive cycle will be the
same.

Had the initial condition of flux been at point 2 of the flux-mmf char-
acteristic at the beginning of the first positive half-cycle, Eq. (3-2) would
have been valid throughout the half-cycle, since there could have been
no flux change. For the first negative half-cycle, however, conditions
would still have been the same as in the first case, since the final value of
current in the first positive half-cycle is a function of Eq. (3-2) regardless
of the initial value of flux. Steady-state conditions will, therefore, be
the same for both conditions. It is, then, obvious that if the flux has
some intermediate initial value, the output during the first positive half-
cycle will be a function of the initial value, but output after the termi-
nation of the first half-cycle will be unaffected by the initial flux condition.
It can also be shown in an analogous manner that steady-state conditions
are similarly independent of the time at which switch Sw; is closed.

The linearizations assumed are reasonable approximations to an actual
material characteristic, except that no material can have a slope of zero
in the saturated condition. A more accurate representation would be as
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shown in Fig. 3-2a. The inclusion of this practicality yields an equation
similar in form to Eq. (3-4) for the initial and final periods. However,
for most practical materials, the value of k valid in these periods is so low
(about 0.0001 %k used for the middle interval) that the time constant is
extremely small and the phase shift between the zero crossings of voltage
and current (A@ in Fig. 3-2b) may be considered negligible for most com-
putations. There is no doubt that neglect of this term can sometimes
lead to erroneous results, but the complexity arising from its inclusion is
definitely not compensated for by an appreciable increase in accuracy in
the vast majority of the cases. For this reason it will be ignored through-
out the remainder of this text. It

is left to the practitioner to decide ¢

when it must be included. A

The next step in analyzing mag- T
- mmf

netic-amplifier operation is to open [
switch Sw; of Fig. 3-1a. For the

moment it will be assumed that the j
diode is ideal (zero forward resist-

ance and infinite reverse resist-
ance). If Sw; is opened during a (o)

positive half-cycle (that is, when
the diode is conducting), opening

the switch will have no effect until e
the half-cycle comes to an end. : A$
LN e .

Throughout the negative half-cycle,

the applied voltage appears across v
the diode and there is no flux change

in the core during this period of (6]

time, Since there iS no nega‘tive mmf Fi1g. 3-2. Operation with less idealized

. material. (a) Assumed flux-mmf char-
applied to the reactor. The be- acteristic; (b) waveshapes of voltage and

ginning of the next positive half- current.
cycle of applied voltage finds the
flux at point 2 of the flux-mmf characteristic of Fig. 3-1b and all
of the applied voltage appears across load resistor E; since no flux
change can occur in the core. The amplifier is often described as ‘“in
saturation’”’ when these conditions are satisfied. Except under extreme
signal conditions, the load voltage cannot be increased beyond the value
it has at saturation. This is also the source of the term self-saturating
magnetic-amplifier—with no signal applied, the load voltage is at its
saturated condition. This establishes a steady-state condition for a
single-core magnetic amplifier with the control or signal circuit open.

If the rectifier characteristic were assumed to be other than ideal, the
results would be only somewhat different. If the forward resistance is



54 Self-saturating Magnetic Amplifiers

other than zero, the rectifier and the load will share the applied voltage
as the ratios of their resistances. That is,

erpo = —TREC
Rrgc + R1 ™™

and

o = — Br
L™ Rrgc + RL™

As discussed in Chap. 2, the resistance of a suitable rectifier should not
affect the load voltage appreciably except in extremely high-power low-
voltage applications.

If silicon diodes having a virtual threshold are used, the threshold
voltage must be much less than E,, or the threshold must be subtracted
from e, before calculations are made. To avoid needless complications,
it will be assumed here that E,, is much larger than the threshold. Par-
ticular cases where this assumption is not valid will be treated in appro-
priate sections later.

If the reverse resistance of the rectifier is not infinite, a ‘‘leakage’’
current will low through the gate winding during the negative, or reset,
half-cycle. Two cases may be distinguished when this condition exists.
The first case occurs if the product of the instantaneous magnitude of
this current and N¢ (number of turns of the gate winding) exceeds the
threshold mmf of the d-c¢ hysteresis loop of the core material for some
interval during the half-cycle. For this case, a flux change will occur in
the reset half-cycle and a steady-state condition will exist, with the con-
trol circuit open, in which the amplifier is not quite saturated. Obvi-
ously, if the rectifying action is nearly nonexistent, the steady-state con-
dition will approximate operation with Sw; closed. For most practical
rectifiers, the amount of flux reset occurring without signal seldom exceeds
10 per cent of twice ¢.,.;. The second of the two cases is obtained if the
product of the instantaneous magnitude of the leakage current and Ng
does not exceed the threshold mmf of the d-c¢ hysteresis loop. In this
case, no flux change is obtained during the reset half-cycle in the absence
of signal, and no-signal operation is essentially the same as for the case
in which an ideal rectifier is used. The existence of such a small leakage
current will, however, affect operation when the control circuit is closed
and signal is applied. Modern rectifiers have such high reverse resist-
ance that the leakage currents may properly be ignored in the present
analysis. In the discussions that follow in the present chapter, therefore,
rectifier leakage will be discussed only where such discussion is appro-
priate. A more complete discussion of rectifier leakage will be reserved
for Chap. 8.
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Signal Circuit Closed. If switch Sw; is closed, with eg zero, no
change in circuit operation is observed if leakage current of the rectifier
is negligible. During the gating half-cycle, a voltage will appear across
terminals 3 and 4 of the reactor in the period during which flux in the core
is changing back to positive saturation. This voltage will be e,.Ns/Ng¢
(the voltage drop across K due to magnetizing current will be assumed
negligible with respect to E,,). A current will flow in the control circuit,
eacNs/NgRs, and this, in turn, will add to the magnetizing current of the
gate circuit an amount (Ngs/Ng)%a../Rs. During periods of flux change
either in the positive or negative half-cycle, the operation is identical
with operation of the nonideal transformer described in Sec. 1-3. It
must be borne in mind, however, that while during the positive half-
cycle the circuit behaves like a transformer with a low primary resist-
ance, during the negative half-cycle the primary resistance (which now
includes the reverse resistance of the rectifier) is much larger than the
magnetizing impedanc